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Prion Diseases: From Molecular Biology to
Intervention Strategies**
Max Nunziante, Sabine Gilch, and Hermann M. Sch‰tzl*[a]


Prion diseases are fatal neurodegenerative infectious disorders for
which no therapeutic or prophylactic regimens exist. Understand-
ing the molecular process of conformational conversion of the
cellular prion protein (PrPc) into its pathological isoform (PrPSc) will
be necessary to devise effective antiprion strategies. In recent years,
new findings in the cell biology of PrPc, in the molecular
pathogenesis of PrPSc, and in the cellular quality control mecha-
nisms involved in these scenarios have accumulated. A function of
the prion protein in signalling, the possible impact of the
proteasome, and aggresomes as intracellular waste deposits have
been described. Here, important pathogenetic similarities with the
more frequent neurodegenerative disorders are evident. The need
for therapeutic, postexposure, and prophylactic possibilities was
drastically illustrated by the emergence of variant Creutzfeldt ±
Jakob disease (vCJD), a new human prion disease caused by
bovine spongiform encephalopathy (BSE) derived prions. Although


prion infectivity in humans is usually restricted to the central
nervous system, in vCJD patients prions are present in the lympho-
reticular system, posing a theoretical risk of accidental human-to-
human transmission. A variety of chemical antiprion substances
have been reported in in vitro and cell culture based assays or in
animal studies. Occasionally, they have also made their way into
the first human trials. In addition, various promising interference
strategies have been devised in transgenic models, although they
are usually hard to transfer into nontransgenic in vivo situations.
New findings in the fields of peripheral prion pathogenesis and
immune system involvement fuelled the search for antiprion
strategies formerly considered to be entirely impossible. This
opened the door towards classical immunological interference
techniques. Remarkably, passive and even active vaccination
approaches now seem to be realistic goals.


1. Introduction


Prion diseases, including Creutzfeldt ± Jakob disease (CJD) in
humans, scrapie in sheep, and bovine spongiform encephalop-
athy (BSE) in cattle, are fatal and neurodegenerative infectious
disorders. All of these diseases are characterised by the
accumulation of PrPSc, the abnormally folded isoform of the
cellular prion protein (PrPc), which represents the major
component of infectious prions.[1±3] The formation of PrPSc is
accompanied by profound changes in the structure of PrPc and
its biochemical properties (Figure 1). PrPc, which is rich in �-
helical regions, is converted into a molecule with a mainly �-
sheet structure. PrPSc is highly insoluble and partially resistant to
proteolytic digestion.[1±5] During biogenesis, PrPc is cotransla-
tionally directed into the lumen of the endoplasmic reticulum by
an N-terminal signal peptide that is 22 amino acids in length.
This is removed, together with a C-terminal signal sequence of
23 amino acids, to promote attachment of a glycosylphos-
phatidylinositol (GPI) anchor. PrPc undergoes further posttransla-
tional modifications with the addition of two N-linked carbohy-
drate chains. Properly folded PrPc transits through the secretory
pathway and is attached to the outer leaflet of the plasma
membrane by its GPI anchor.[6±8] Conversion of PrPc into PrPSc


seems to occur close to the plasma membrane along the
endocytic pathway, probably in caveolae-like domains (CLDs) or


in rafts, membranous domains or invaginations of the plasma
membrane rich in cholesterol and glycosphingolipids.[9] Here,
the first steps of PrP degradation occur[10, 11] before the protein
reaches acidic compartments for final degradation. Cell surface
localisation of PrPc is thought to be essential for subsequent
conversion into PrPSc[12±14] and studies in transgenic mice suggest
a direct interaction between the two PrP isoforms, possibly in a
complex with auxiliary factors,[1] either on the cell surface or in
CLDs. The cellular function of the prion protein is still enigmatic,
although binding of copper to the octapeptide repeat sequence
located at its N terminus suggests a role of PrPc in copper
binding.[15, 16]


Prion diseases share important mechanistic aspects with the
more frequent neurodegenerative diseases like Alzheimer's,
Huntington's, and Parkinson's diseases. In sharp contrast to the
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latter disorders prion diseases are transmissible within and
between species. In humans, three manifestions can be found
(Table 1). Sporadic and familial Creutzfeldt ± Jakob diseases both
arise endogeneously, caused by a still-unknown (™sporadic∫)
mechanism or by defined germline mutations in the prion
protein gene (Prnp), respectively. The third form is the acquired
prion diseases, which use known classical infection mechanisms
(exogenous form). Although usually rare (sporadic CJD occurs
worldwide with an incidence of 1 in 1000000), the infectious
character makes these disorders extremely dangerous under
certain conditions. In former times cannibalistic feasts might
have contributed to epidemic situations. Recently, genetic
evidence suggesting balanced selection and evolution of the
Prnp gene against less susceptible populations has been
reported.[17] However, this would indicate that cannibalism was


more prevalent than previously thought.[17] A more recent
example is kuru in Papua New Guinea which reached epidemic
proportions in the forest people. In addition, BSE in its pandemic
form and the rise of BSE-related diseases like vCJD have to be
listed here.[18±20] Finally, various examples for smaller epidemics
caused by iatrogenic transmissions of human prions are known.
In particular, BSE has reinforced the transmissibility of prions to
other species (for example, BSE to ungulates, carnivores,
primates, and humans). Upon introduction into another species,
prions often change various properties (such as tissue tropism)
and enhanced intraspecies transmission can take place.[21]


Chronic wasting disease (CWD) in deer and elk in North America
represents another recent prion disease which shows an
enormous increase in its incidence and which could be harmful
to humans.[22, 23]


2. Quality Control Mechanisms in Prion
Pathogenesis


The metabolism of PrPc after the protein has reached the cell
surface and is localised in cholesterol-rich raft membranes has
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Figure 1. Structural features and biochemical properties of prion proteins. The
upper section shows the primary structure and posttranslational modifications.
OR indicates the octarepeat sequence involved in copper binding. The lower left
insert depicts a putative tertiary structure as deduced from NMR spectroscopy
models.


Table 1. Manifestations of Prion Diseases.


Mani-
festation


Disease Mechanism


acquired kuru, iatrogenic CJD, scrapie,
BSE, feline spongiform ence-
phalopathy (FSE), variant CJD
(vCJD)


infection from outside,
exogenous


sporadic CJD (90%) spontaneous change in PrP
conformation (?), endoge-
nous


genetic CJD (10%), Gerstmann ±
Str‰ussler ± Scheinker syn-
drome (GSS), fatal familiar in-
sommnia (FFI)


germline mutation PrP, en-
dogenous
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been delineated to a certain extent, with its degradation
probably taking place in acidic compartments (Figure 2).[6, 8, 24]


On the other hand, much less is known about the processing of
the prion protein in the early compartments of the secretory
pathway. In the recent past, a number of publications have
brought new insight into the role of cellular quality control
mechanisms and their possible implications in the pathogenesis
of transmissible spongiform encephalopathies (TSEs).


Figure 2. Subcellular trafficking of the prion protein. Newly synthesised PrPc


(blue circles) is transported along the secretory pathway through the endoplasmic
reticulum (ER) and the Golgi. At the cell surface, it is localised in cholesterol-rich
domains (rafts or caveolae) by its GPI anchor. PrPc is subjected to endocytosis and
recycles to the cell surface or reaches lysosomes for final degradation. Conversion
into PrPSc (red squares) occurs at the cell surface in rafts or in compartments of the
early endocytic pathway. PrPSc is not efficiently degraded in lysosomes and
accumulates. Misfolded PrP (blue squares) can be retrograde translocated into the
cytosol and degraded by the proteasome or can accumulate and induce
neurotoxicity. Treatment of cells with cyclosporin A (CsA) can induce aggregation
of PrP molecules as aggresomes (blue triangles). ERGIC� ER ± Golgi intermediate
compartment, TGN� trans Golgi network.


Several stringent quality control mechanisms operate in the
cell to ensure that only newly synthesised proteins that have
undergone correct co- and posttranslational processing and are
properly folded are transported to their target organelles and
cellular compartments. Incorrectly assembled proteins are
normally retained in the ER and subjected to the ER-associated
degradation (ERAD) pathway, which includes retrograde trans-
location through the ER membrane into the cytosol by the
heterotrimer Sec61 complex (translocon).[25] The polypeptide
chain is then deglycosylated by a cytosolic N-glycanase and the
highly conserved protein ubiquitin is usually covalently bound to
the lysine residues in the chain. Proteins are thereby marked for
degradation by the 26S multiprotein proteasome complex.[26, 27]


Although recent studies have described a lack of retrograde
translocation into the cytosol and consequent accumulation of
glycosylated substrates in the ER upon inhibition of the
proteasome,[28±30] this retrograde transport is normally not
dependent on an active proteasome.


Assumed to be of little relevance in the past, the roles of the
proteasome and of the ER-related degradation pathway in the
metabolism of the prion protein, as well as their implication in
prion diseases, have become topics of research and debate in
recent years. Previous studies performed with mutant prion
proteins associated with GSS showed that these proteins are
subjected to the ERAD pathway but, upon inhibition of the
proteasomal activity, are partially retained in the ER and other
membrane-bound compartments.[31±34] Although no involve-
ment of ERAD in the metabolism of wild-type (wt) PrPc had
previously been assessed,[35] studies done under new exper-
imental conditions have confirmed that, as is the case for other
proteins passing though the ER, proteasomes and ubiquitin are
associated with the turnover of the wild-type prion protein.[36, 37]


Yedidia and colleagues showed that�10% of the nascent wt PrP
population was diverted into the ERAD pathway and accumu-
lated in the cytosol in the presence of the proteasome inhibitors
N-acetyl-leucinal-norleucinal, lactacystin, or MG132. These PrP
molecules comprised detergent-soluble and -insoluble species.
The insoluble aggregates were composed of unglycosylated PrP
molecules which were partially resistant to proteinase K (PK)
treatment, a feature usually associated with PrPSc, and included
ubiquitylated PrP species.[36]


In parallel studies, the group of Lindquist confirmed the
involvement of the ER-based quality control in the trafficking of
the prion protein, as misfolded wt PrP was found to accumulate
in the cytoplasm when proteasome activity was compromised
upon treatment of cultured cells with several proteasomal
inhibitors (MG132, lactacystin, and epoxomicin) having different
chemical structures and mechanisms of action.[37] This PrP
population seemed to have undergone the N- and C-terminal
proteolytic cleavage events associated with normal processing
in the ER and to colocalise with Hsc70, a member of the Hsp
chaperone family that localises in the cytoplasm. It was therefore
proposed that these molecules are delivered to the cytoplasm by
retrograde transport from the ER into the cytosol. Longer
treatments with inhibitors induced PrP to coalesce into a single
large aggregate localised around the centrosome. Follow-up
studies by the same group reported that, in cell culture
experiments, the total amount of aggregated PrP present in
the cytoplasm several hours after proteasomal activity had been
restored exceeded the amount present immediately after
inhibition.[38] These aggregated species presented properties
normally associated with PrPSc (detergent-insolubility and partial
PK resistance) and seemed to be able to sustain and promote
misfolding of newly synthesised PrPc even after reactivation of
proteasomal activity. These results therefore claim that PrP has
an inherent capacity to promote its own conformational
conversion in mammalian cells and induces additional molecules
to adopt the same conformation. Retrograde translocation of
misfolded PrP, which could interact with other PrP molecules and
promote conversion into a PrPSc-like conformation, was there-
fore proposed to be implicated in the initial steps of conversion
in rare spontaneous PrPSc scenarios and in generating toxic PrP
species. The described results find additional evidence in cell
culture models and in vivo experiments performed on transgenic
mice.[39] In these studies, the accumulation of even small
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amounts of cytosolic prion protein resulted in extreme neuro-
toxicity. Transgenic mice expressing a mutant PrP lacking the
N-terminal signal for ER translocation developed normally but
acquired neurodegeneration with a pathology that was very
similar to that seen in animals expressing mutant forms of PrP
associated with human prion conditions.[40, 41] Since no PrPSc was
detected in these mice, the described findings are in favour of an
intrinsic toxicity of PrPc. The authors of this study suggest that
even small quantities of cytosolic PrP might act directly or
through PrP cleavage products, possibly to activate cell death
signalling pathways and induce neuronal damage. It is of note
that almost no PrPSc accumulation is observed in several
inherited and induced forms of prion disease.[42±45] According
to this model, efficient ER quality control mechanisms normally
shunt and degrade unfolded or misfolded PrP. On rare occasions,
when aging takes place or due to biological traumas, the natural
capacity of the system is compromised and, although misfolded
PrP is still retrograde transported into the cytoplasm, degrada-
tion fails. In light of the described results, it was proposed that
this process might lead to an increase in the amount of toxic
cytosolic PrP or to the formation of new PrPSc. The cellular quality
control could therefore play a significant role in the patho-
genesis of familial and sporadic prion disease. Pathogenic
mutations in the PrP coding sequence might also lead to an
increase in misfolded PrP, recognition by the cellular quality
control mechanism, and transport to the cytosol with conse-
quent neurotoxicity. The authors point out that this mechanism
might also explain pathogenesis in infectious prion diseases if
extracellular PrPSc induces perturbations in the folding and
trafficking of endogenous PrP. Despite the possible implications
of these fascinating results in the field of prion diseases, the
question remains of whether the effects described by Lindquist
and co-workers are specific to the prion protein. Future studies
on the consequence of cytosolic accumulation of proteins
unrelated to the prion protein will be of great interest in the
elucidation of the mechanisms of neurodegeneration.
Cohen and Taraboulos once more stated the importance of


correct folding and of the cellular quality control mechanism in
the metabolism of proteins in general and of the prion protein in
particular in a recent publication.[46] In their study, the authors
concentrated on the isomerisation of peptidyl prolyl bonds by
the cyclophilins, a group of peptidyl prolyl isomerases (PPIases)
expressed in most cellular compartments (including cyp A in the
cytosol and cyp B in the ER).[47] Hampering the activity of the
cyclophilin isomerases with the fungal immunosuppressant CsA
in different cell lines led to accumulation of a PrP population
with prion-like properties that was not ubiquitylated and
partially resisted proteasomal degradation. Its distribution
differed from the diffuse deposits monitored upon proteasomal
inhibition. These aggregated PrP molecules formed aggresomes,
perinuclear microtubule-dependent inclusion bodies located at
the centrosome. Aggresomes characterise several neurodegen-
erative disorders related to toxic proteins[48±51] and were also
described in the pathogenesis of known familial forms of prion
disease.[52] These results argue for the ability of ER cyclophilins to
isomerase the cis Xxx ±Pro bonds that spontaneously form in a
minority of the nascent PrP polypeptides to the native trans


Xxx ±Pro conformation. Inhibition of this PPIase activity of the
cyclophilins with CsA therefore leads to accumulation of non-
native cis Xxx ±Pro peptides which, although retranslocated into
the cytosol, are not proteasomally degraded. According to this
model, the natural weakening of cyclophilin activity by aging
could contribute to formation of the ™prion seed∫ required for
initiation of familial or sporadic prion diseases. This model also
applies to two pathogenic mutations in the PrP gene linked to
familial GSS and analysed in the study, P102L[53] and P105L.[54]


These aberrant molecules, in previous studies characterised only
by slight prion-like properties,[55] might be synthesised with cis
Xxx ± Leu bonds, which are less efficient substrates for cyclo-
philins and therefore remain incorrectly folded, and accumulate.
Interestingly, clinical side effects of CsA have been described and
include neurological signs such as ataxia.[56, 57] Chronic admin-
istration of this drug could result in cumulative effects. Whether
protein misfolding and aggregation can contribute to these
manifestations has not been elucidated. It is of note that
aggresomes can impair the ubiquitin ±proteasome pathway.[58]


An alternative explanation for the localisation of PrP in the
cytosol is offered by Harris and co-workers who report that
proteasomal inhibition upon over-expression of the prion
protein in cultured neurons leads to inefficient translocation
into the ER of a small fraction of the newly synthesised PrP
population. These molecules were then rapidly degraded by the
proteasome.[59] This group reports that treatment of cells with
proteasomal inhibitors resulted in an increase in the level of PrP
mRNA but had no effect on the maturation or turn-over of either
wild-type or mutated PrP molecules. The cytosolic PrP molecules
harbored an intact N-terminal signal peptide and lacked a GPI
anchor and N-linked glycans, all features indicating that the
protein has not undergone processing by signal peptidase,
oligosaccharyl-transferase, or GPI transaminidase, all of which
reside in the ER lumen. Such PrP chains remained closely
associated with the cytoplasmic face of the ER. Following these
findings, a model was proposed by this group in which failure in
translocation of PrP, rather than retrograde translocation from
the ER, accounts for accumulation of cytosolic PrP. Therefore, the
accumulation of mature, unglycosylated forms of PrP upon long-
term treatment with proteasomal inhibitors as described in the
previously mentioned studies might, in part, be explained by the
artificial increase in mRNA amount associated with over-
expression levels in transfected cells. This model argues against
a pathogenic role of cytosolic PrP and supports the idea that
known forms of inherited prion disorders may rather be related
to the toxic effects of misfolded PrP mutants accumulating in the
lumen of the ER. Whether the severe neurodegeneration caused
by cytosolic PrP is related to some forms of prion disease is
therefore still a matter of debate. Nevertheless, in light of the
possible damage to the nervous system caused by accumulation
of PrP or by other misfolded proteins upon interference with
proteasomal degradation, the use of proteasomal inhibitors in
biochemical research and as therapeutic agents[60, 61] should be
considered with care.
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3. Signal Transduction Pathways and the Prion
Protein


The search for therapeutic and prophylactic approaches for
prion diseases goes hand in hand with the efforts undertaken in
order to understand the biological function of the prion protein.
This task is made harder by the fact that gene knock-out of Prnp
in mice does not lead to a pronounced phenotype[62] and is
associated with complete resistance to prion infection.[63] Several
studies support a role of the cellular prion protein in copper
metabolism[16, 64] with superoxide dismutase activity or as a
carrier protein for uptake and delivery of metal ions from the
extracellular to the intracellular environment.[65, 66] A function in
maintenance and/or regulation of neuronal activity has been
proposed, related to the abnormalities in synaptic physiology
and circadian rhythm shown by some PrP-null mice strains.[67±69]


Since the prion protein might also represent a cell surface
receptor for a still unknown cellular or extracellular ligand,
various biophysical assays were performed for identification of
proteins interacting directly with PrP. First candidate interactors
found were Bcl-2[70] and Hsp60.[71] A putative PrP receptor was
identified by the group of Weiss.[72±74] Here, the 37 kDa laminin
receptor precursor (LRP) and its mature 67 kDa form, termed the
high affinity laminin receptor (LR), were seen to colocalise with
PrP on the surface of murine neuroblastoma and BHK cells. Cell-
binding assays revealed LRP/LR-dependent binding and inter-
nalisation of cellular PrP. The authors also suggest that this
receptor might represent the portal of entry for PrPSc in prion
infection.[73, 74] This study opens the question of whether LRP/
LR ±PrP interaction might contribute to cell-to-cell communica-
tion and might mediate intracellular signal transduction path-
ways. Recently, Mouillet-Richard et al. assessed the involvement
of the prion protein in intracellular signalling adopting antibody-
mediated cross-linking in a neuronal differentiation model.[75] A
caveolin-1-dependent coupling of PrPc to the tyrosine kinase Fyn
was observed. In differentiated 1C11 cells, cross-linking of
neuritic PrPc induced a marked increase of Fyn kinase activity.
Coimmunoprecititation assays identified caveolin-1 as one of the
intermediate factors involved in the coupling of the intracellular
Fyn to PrPc anchored to the outer plasma membrane. The
finding that PrPc can be involved in intracellular signalling opens
new directions for unravelling the function of this protein and
implies its involvement in the modulation of neuronal function.
Additional binding partners for the cellular prion protein were
identified by using a yeast two-hybrid screen.[76] Given the fact
that at least two of these PrP-interacting proteins, synapsin I and
Grb2, are involved in neuronal signalling pathways, these data
support the previous findings that one of the functions of PrPc


could be related to signal transduction pathways. Synapsins play
an important role in the formation of synapses and in the
regulation of neurotransmitter release,[77] and they are abundant
in neuronal tissue and other cell types involved in exocytosis.[78]


They provide a mechanism for controlling vesicle release by
cross-linking vesicles to each other and to cytoskeletal proteins
by a range of diverse kinases like calcium/calmodulin-dependent
protein kinase I and protein kinase A. In cell-fractionation experi-
ments, PrPc and synapsin I colocalise in Golgi fractions[76] and


PrPc is strongly expressed in synaptic membranes,[79] a fact
indicating that PrPc might cooperate in the regulation of
synaptic vesicles. It is of note that synapsin I is an interactor
with the other protein identified in this screen, Grb2.[80] The main
role of this adaptor protein seems to be the linking of signals
coming from extracellular and/or transmembrane receptors, like
the neuronal and epidermal growth factor receptors, to intra-
cellular signalling molecules.[81] Since both of these proteins are
of cytosolic origin, it was suggested that they might bind to one
of the described transmembrane forms of the prion protein.[82]


The proposed model of interaction of PrPc with these two
binding partners is a heterotrimer complex, as both synapsin I
and Grb2 can bind to the N- and the C-terminal parts of PrPc.[76]


The function of such a complex could be related to the
trafficking of vesicles and regulation of membrane fusion.
The identification of PrPc as a signalling molecule opens new


directions for exploring the elusive function of this protein whose
activation might be triggered by extracellular signals. The question
of how signal activity can be affected by PrPSc accumulation is
therefore an important matter in the context of prion infection and
for future therapeutic approaches against prion diseases.


4. The Subcellular Trafficking of the Prion
Protein


The concern about the cellular function of the prion protein has
led in recent years to a more accurate analysis of the metabolism
and trafficking of this molecule and has increased interest in the
possible role of specific segments in its polypeptide sequence. In
particular, the N-terminal part of the prion protein containing the
histidine-rich octapeptide repeat sequence (residues 51 ±90 in
human PrP),[83] and its involvement in a cellular function have
been a matter of intense study. In both the mainly �-helical PrPc


and in PrPSc with its high �-sheet content, the N terminus of the
protein is devoid of a defined globular structure and it remains
protease sensitive after prion conversion (Figure 1).[1, 5, 84, 85]


Nevertheless, a comparative sequence analysis has evidenced a
high conservation of the segment encompassing amino acids
23 ±90,[83] a finding that argues for a defined selective pressure
for its conservation in evolution. In vivo studies with mice
expressing N-terminally truncated PrPc showed that deletion of
residues 23 ±93 still supported prion propagation in these
animals, although with reduced levels of detectable PrPSc, longer
incubation times, and altered pathology.[86] These results were
confirmed by in vitro cell-free conversion assays performed with
hamster PrPc, where deletion of amino acids 23 ±94 reduced the
amount of protease-resistant PrP generated.[87] Other studies
performed in cell cultures with N-terminally truncated PrP have
led to the assumption that the N terminus of this molecule might
stabilise the C-terminal domain or modulate binding to auxiliary
factors participating in the conversion into the pathogenic
isoform.[88] On the other hand, extra copies of the octapeptide
repeats are associated with familial forms of CJD in humans[89]


and neurodegeneration in transgenic mice.[90] Several recent
studies have outlined that the physiological relevance of this
segment might reside in the modulation of PrP internalisation.
The finding that the histidine residues contained within the
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octapeptide repeats represent binding sites for copper ions[64, 91]


has led to the proposal that prion diseases might, in part, be
related to abrogation of the normal cellular role of PrPc in copper
homeostasis.[92]


Binding of copper to the N terminus was also seen to affect
the cell surface localisation of PrPc by promoting endocyto-
sis.[64, 93±95] In cell culture experiments, PrPc was subjected to
rapid endocytosis upon exposure of neuronal cells to physio-
logical amounts of Cu2� or Zn2�, whereas deletion of four
octarepeats abolished endocytosis.[95] Moreover, N-terminal
deletion mutants previously shown to cause ataxia and neuronal
degeneration[41] failed to internalise in response to Cu2�.[94] These
data therefore provide evidence that neurodegeneration asso-
ciated with some forms of prion disease might arise from
ablation of endocytosis promoted by metal ions due to
mutations in the N-terminal part of the prion protein. The
physiological relevance of this highly conserved region of the
prion protein is also supported by more recent studies which, in
line with previous findings,[96] define a more general subcellular
sorting function for the segment encompassing residues 23 ±
90.[97] In this work, the impaired intracellular trafficking and
prolonged turn-over of PrP constructs presenting N-terminal
deletions assess the importance of the entire N terminus of PrP
as a targeting element in the transport to the cell surface, as well
as in endocytosis. This function characterises not only mamma-
lian species but applies also to more remote species and adds to
the evidence that this segment might represent a binding
element for a cellular transmembrane receptor. The relevance of
the PrPc N terminus is reinforced by new studies on the possible
mechanism of internalisation and on the sorting of the cellular
prion protein.[98, 99] In their accurate work, Sunyach et al.[98]


confirm the importance of the N-terminal segment in endocy-
tosis of PrPc. The authors show that PrPc is internalised in
neuronal cells at a much faster rate than suggested by studies
with transfected cell lines and that it leaves the detergent-
insoluble rafts to cluster, together with other transmembrane
proteins, in a fully soluble coated membrane environment. In
this study, the N-proximal domain not only drives endocytosis
but also determines the membrane localisation of PrPc. The
cluster of basic residues contained within this segment was
shown to be of relevant importance. The targeting and
association of PrPc with sphingolipid- and cholesterol-rich rafts
is once more explored in the work of Walmsley et al.[99] Here,
transmembrane forms of PrPc lacking the GPI anchor and
expressed in human neuroblastoma cells failed to associate with
raft membranes when the N-terminal domain (residues 23 ± 90)
was deleted. This region was sufficient to confirm raft local-
isation when fused to nonraft transmembrane and clathrin-
coated pit proteins. Although contrary to previous reports which
showed that transmembrane prion proteins failed to localise in
lipid rafts,[9, 11] this report argues that the N-terminal region of PrP
acts as a cellular raft-targeting determinant. Since these recent
studies on PrP subcellular trafficking were conducted independ-
ently of Cu2� binding (that is, no additional copper was required
and Cu2� chelators did not affect the outcome of the experi-
ments), the relevance of the uptake of this cation by PrP in the
metabolism of the prion protein still remains elusive.


5. Experimental Models for Therapy and
Prophylaxis of Prion Diseases


An understanding of the molecular and cellular biogenesis and
pathogenesis of PrPc and PrPSc is needed for devising antiprion
strategies. Although at the moment no therapeutic or prophy-
lactic regimens are available for prion disease in patients, many
substances have been tested in different experimental models
for their antiprion activity. These models can be roughly divided
into three categories. First of all, there are the mere in vitro
systems which use the possibility of cell-free in vitro conversion if
PrPc is incubated under certain conditions with PrPSc derived
from prion-infected brain homogenates.[100] It is of note that,
although PK-resistant prion protein (termed PrPres) is generated,
this system fails to demonstrate the de novo generation of prion
infectivity in bioassays.[101] In another in vitro model, prion
infected cells which persistently propagate infectious
prions[102, 103] are used for the screening of various classes of
substances. As a read-out, the decrease of PrPSc in treated cells is
measured, either by biochemical tools (PK treatment and/or
solubility assay for PrPSc followed by immunoblotting or
immunoprecipitation) or by monitoring the decrease of prion
infectivity in indicator bioassays (Figure 3). For the latter, cell


Figure 3. Experimental possibilities for discrimination of PrPc and PrPSc. A) Figure
depicting the relative PK resistance of PrPSc. Lysates of cells or tissues are digested
with PK under standard conditions (usually 20 ± 40 �g of PK per mL for 30 ± 60 min
at 37 �C) and analysed by immunoblotting. PrPc is completely sensitive to PK
digestion; PrPSc is N-terminally truncated (PrP 27 ± 30; digestion of residues �23 ±
90). In murine prion-infected cells and tissues the typical three-banding pattern of
PrPSc (from un-, mono-, and diglycosylated PrP) results. B) Another possibility for
biochemical differentiation is based on the insolubility of PrPSc in nonionic
detergent (for example, 1 % sarcosyl). The lysate is suspended with 1 % sarcosyl
(sarc.) and ultracentrifuged for 1 h at 4 �C and 100 000 g. Pellet and supernatant
fractions are analysed by immunoblotting. PrPc stays soluble in the supernatant
and PrPSc is found insoluble in the pellet. C) Specific prion infectivity can only be
tested in bioassays.


lysates are injected intracerebrally into susceptible, in most cases
transgenic, PrP-overexpressing mice, and the incubation time to
clinical prion disease is measured. Finally, animal models (for
example, mice, Syrian hamsters, transgenic mice) allow the
investigation of prophylactic and therapeutic effects in the
context of a whole organism. Not only can antiprion effects be
measured but also possible side effects and, most importantly,







Prion Diseases


ChemBioChem 2003, 4, 1268 ± 1284 www.chembiochem.org ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim 1275


the ability of substances to cross the blood±brain barrier (BBB).
As a special condition, mutated prion proteins acting as
transdominant negative inhibitors when expressed on the PrP
wild-type background can be investigated in transgenic mouse
models, thereby opening the door for gene therapy approaches.


6. Therapy and Prophylaxis in Prion Diseases:
A Realistic Goal?


Despite some obvious experimental interference possibilities,
one has to ask whether therapy and/or prophylaxis against prion
diseases are realistic goals. Human prion diseases have a very
long incubation time (years to decades), a short clinical phase
(months), and no preclinical diagnosis; the disease is always fatal
and the brain is massively damaged. Therefore, when symptoms
manifest, it seems to be a point of no return and too late for
therapy. A tremendous problem, as is the case with all neuro-
degenerative disorders, is that therapy needs delivery of
antiprion compounds directly to the central nervous system
(CNS), which means crossing the blood±brain barrier (CNS
therapy, Table 2). It is of note that there are examples for prion


diseases where infection occurs from peripheral sites of the body
(for example, oral and intraperitoneal infection) and where
propagation and transport of prions outside the CNS have to
take place before neuroinvasion can occur. In such situations
extra-CNS therapy and/or prophylaxis can be applicable, and
even postexposure prophylaxis might be conceivable, given the
very long incubation times. In particular, for vCJD, for which
future case numbers are unknown[104] and where the risk of
secondary human-to-human transmission by iatrogenic routes
exists,[105] prophylactic tools are urgently needed. A new risk


factor has also shown up. Recent publications have indicated
that muscle tissue can harbor significant levels of infectious
prions.[106, 107]


7. Chemical Substances Interfering with Prion
Propagation


The first line of antiprion approaches uses chemical compounds
known in most cases from other applications[108] (summarised in
Table 3). Cyclic tetrapyrroles like hemes and chlorophylls are


known to be a class of compounds that bind selectively to
proteins and induce conformational changes.[109, 110] The central
ring structure is important for the interaction with proteins.
Different molecules out of this group have been tested in a cell-
free in vitro conversion assay and have been shown to inhibit the
formation of PrPres.[111] The most potent inhibitors, phthalocya-
nine tetrasulfonate (PcTS; Figure 4A) and the porphyrins meso-
tetra(4-N-methylpyridyl)porphine iron(III) (TMPP-Fe3�) and deu-
teroporphyrin IX 2,4-bis-(ethylene glycol) iron(III) (DPG2-Fe3�)
were further investigated in bioassays employing mice over-
expressing hamster PrP.[112] If applied 0 ±4 weeks (12 treatments
in total) after intraperitoneal (i.p.) infection, survival time was
increased by 50±300%. (Up to 300% in the case of PcTS.) This
application scheme reflects a typical experimental postexposure
prophylaxis situation. In a more therapeutic approach, the drugs
were applied 28 or 56 days after infection (dpi). Only PcTS
delayed the onset of prion disease when treatment started 28
dpi, a finding that suggests a more prophylactic mode of action
of tetrapyrroles. Mechanistically, PcTS seems to inactivate prions
by direct interaction with PrPSc. Cyclic tetrapyrroles inhibited
both hamster and mouse PrPres formation in in vitro conversion
assays, thereby indicating that binding to prions is not strain
specific. In contrast, for another group of antiprion agents some
strain specificity was shown. This class comprises branched
polyamines.[113, 114] Several preparations of branched polyamines,


Table 2. Pathogenesis of prion disorders and theoretical possibilities for ther-
apeutic and/or prophylactic intervention.


Disease Acquired[a] Treatment[b] Prophylaxis[c]


CNS/extra-CNS CNS/extra-CNS


sporadic CJD no CNS only not known
familiar CJD/GSS no CNS only conceivable although CNS
iatrogenic CJD[d] yes extra-CNS, if early extra-CNS conceivable[d]


kuru[e] yes extra-CNS, if early extra-CNS conceivable
vCJD[e] yes extra-CNS, if early extra-CNS conceivable
BSE[e] yes extra-CNS, if early extra-CNS conceivable
scrapie[e,f] yes extra-CNS, if early extra-CNS conceivable
CWD[e,f] yes extra-CNS, if early extra-CNS conceivable


[a] Pathomechanism of human prion diseases: endogenous (sporadic/familiar)
versus exogenous (acquired, for example, by peripheral infection) ; for sporadic
CJD no preclinical diagnosis is available, for familiar CJD/GSS/FFI preclinical
diagnosis is possible (DNA test, family history). [b] Treatment of CNS versus
extra-CNS treatment, with or without crossing the blood±brain barrier ; extra-
CNS�peripheral nervous system and/or lymphoreticular system; postexposure
prophylaxis is possible if the time point of inoculation known. [c] Prophylaxis,
for example, interference with peripheral propagation and transport, abroga-
tion of neuroinvasion (prevention of CNS disease). [d] Iatrogenic CJD can be
acquired by peripheral (for example, human growth hormone) and central
routes (such as dura mater transplantation). [e] Peripheral infection (for
example, oral route). [f] Scrapie and CWD have both acquired (horizontal/
vertical transmission) and genetic/sporadic characteristics.


Table 3. Compounds exhibiting therapeutic and/or prophylactic antiprion
effects.[a]


Class of compounds Example


polysulfonated, polyanionic congo red
substances dextran sulfate


pentosan polysulfate
polyene antibiotics amphotericin B


MS-8209
anthracyclines 4-iodo-4-deoxy-doxorubicin
designer peptides �-sheet breaker
cyclic tetrapyrroles porphyrines, phthalocyanines
polyamines SuperFect, DOSPA
immune modulators soluble lymphotoxin-� (LT�) receptor
inducers of aggregation suramin
acridines/bis-acridines quinacrine
phenothiazines chlorpromazine
aptamers RNA aptamer DP7
antibodies monoclonal anti-PrP antibodies


recombinant anti-PrP Fab fragments
polyclonal anti-PrP auto-antibodies


[a] Tested in cell cultures and/or bioassays.
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including PAMAM (Figure 4B), polyethyleneimine, and polypro-
pyleneimine dendrimers, were tested on prion-infected neuro-
blastoma cells (ScN2a) at nontoxic concentrations for their ability
to interfere with PrPSc propagation. All these compounds
eliminated PrPSc. Increasing the molecular size of the dendrimers
and the density of primary amino groups at the surface
correlated with an increase in antiprion activity. One hallmark
of PrPSc is its partial resistance to proteolytic digestion and its
accumulation in the cells and brains of diseased organisms. In
prion-infected cells, it has a half-life time of more than 24 h.[6]


Treatment of ScN2a cells with branched polyamines enabled the


cells to degrade PrPSc with a decreased half-life time of �4 h.
Moreover, the cells seemed to be cured from prion infection,
since PrPSc did not reappear after withdrawal of the compounds
and further cultivation. In indicator bioassays with lysates of
polypropyleneimine-treated cells the 50% infective dose (ID50)
was reduced more than 10000-fold. In addition, the role of an
acidic pH environment was confirmed by in vitro degradation
assays, where prion-infected mouse brain homogenate was
mixed with branched polyamines at different pH values and
subsequently digested with PK. Only at pH 4.0 or below, was
sensitivity to PK digestion induced. In further studies, the


Figure 4. Chemical structures of various antiprion compounds. A) The phthalocyanine PcTS (left panel) and the two porphyrins DPG2-Fe3� (middle panel) and
TMPP-Fe3� (left panel). B) Schematic diagram of the polyamidoamide (PAMAM) dendrimer. C) Formula of the polysulfonated naphthyl urea compound suramin.
D) Representatives of the different acridines and phenothiazines are shown: Chlorpromazine (left panel), quinacrine (middle panel), and the most effective bis-acridine
(right panel), linked by an alkyl ether linker.
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induction of PK sensitivity was shown to be dependent on the
primary structure of PrP and the prion strain.[114] Although PrP is a
protein with a primary structure that is highly conserved
between different species,[83, 115] amino acid exchanges at certain
positions cause the species-barrier phenomenon, which inhibits
transmission of prions from a certain species to another. A
prominent example of this is the failure to clinically infect mice
with hamster prions.[116] In addition, prion strains are known that
can share the same primary structure, but have different
glycosylation patterns and conformations, and target different
regions in the brain.[117±119] In in vitro degradation assays,
branched polyamines induced strain-specific (several mouse
strains were analysed) and species-specific (for example, degra-
dation of mouse or hamster prions of the same strain)
disaggregation, reduction of �-sheet content, and finally sus-
ceptibility to PK digestion of prions. Although these studies lack
direct evidence for prophylactic or therapeutic benefits, for
example, by treatment of infected animals with branched
polyamines, the strain specificity offers new possibilities for
diagnostic purposes and strain typing. Similar results in cell
cultures were obtained when the cationic lipopolyamine DOSPA
was added to the medium of ScN2a cells.[120] DOSPA, like the
branched polyamines, induced cellular degradation of pre-
existing PrPSc. Reduction of PrPSc was specific for lipids contain-
ing a headgroup of the polyamine spermine and a quarternary
ammonium ion between the headgroup and the lipophilic tail.
Treatment did not affect the biosynthesis of PrPc or the assembly
of cholesterol-rich microdomains/rafts at the plasma membrane,
which are the proposed site for prion conversion.[9] PrPSc


propagation proceeded after withdrawal of the substance,
although at a lower level, a finding that suggests a less
pronounced effect of PrPSc degradation than the one achieved
with branched polyamines.
For the molecular conversion of PrPc into pathological PrPSc


two models exist. In the template-assisted model (Figure 5), PrPc


forms a heterodimer with PrPSc, possibly in complex with
auxiliary factors, for example, protein X. The so-far unidentified
protein X is expected to interact with PrPc by using a discontin-
uous epitope at the C-terminal part of PrP,[121, 122] mainly


Figure 5. Model of prion conversion and various potential possibilities for
interference. A: Blocking PrPc synthesis (e.g. PrP�/� mice) ; B: intracellular re-
routing of PrPc (e.g. suramin); C: overstabilising PrPc (e.g. chemical chaperones,
Congo red) ; D: interfering with interaction of PrPc and PrPSc (e.g. �-sheet breaker,
anti-PrP antibodies/monoclonal antibodies (mAbs)/fragment antigen binding
(Fab), PrP-Fc2) ; E : interfering with binding of putative additional components
(factor X) involved in prion conversion (e.g. PrP-Fc2) ; F : increase of cellular
clearance of PrPSc (e.g. polyamines, anti-PrP antibodies/mAbs/Fab) ; G: seques-
tering incoming and nascent PrPSc (e.g. PrP-Fc2). Several simultaneous interfering
possibilities by a single compound are possible.


involving four amino acid residues.[88, 122] PrP with a mutated
protein X binding site was not converted into PrPSc when
expressed in transgenic mice. Moreover, the conversion of
endogenous wt PrP was prevented.[88] Therefore, protein X offers
a site for potent inhibition of PrPSc biosynthesis (Figure 5). In
order to mimic this transdominant negative effect on PrPSc


biogenesis, a computational search was conducted on the
Available Chemicals Directory for small heterocyclic molecules
that copy the spatial orientation and basic polymorphism of the
protein X binding site.[123] Sixty-three compounds were tested on
ScN2a cells and two compounds, 2-amino-6-[(2-amiophenyl)-
thio]-4-(2-furyl)pyridine-3,5-dicarbonitrile (Cp-60) and N�-1-({5-
[(4,5-dichloro-1H-imidazol-1-yl)-m-ethyl]-2-furyl}carbonyl)-4-
methoxybenzene-1-sulfonohydrazide (Cp-62), dose-dependent-
ly inhibited PrPSc formation at nontoxic concentrations. Search-
ing for substructures of the most effective compound Cp-60
identified three molecules with an activity comparable to Cp-60.
Determination of the concentration at which 50% of PrPSc


replication was inhibited (IC50) revealed relatively high values
of 18 ± 60 �M. Two out of the five compounds were toxic to the
cells at such concentrations. No further analysis of these
compounds in bioassays is provided, and the in vitro data
suggest a daily dosing schedule in this system. Direct evidence
for interference with protein X binding to PrPc is lacking,
therefore it is difficult to assess at the moment whether drugs
identified by computational analysis really specifically recognise
the desired target.
According to the seeded aggregation model for prion


conversion suggested by Lansbury and co-workers, spontane-
ously formed PrPSc acts as a crystal seed for further addition of
PrPSc molecules, and large PrPSc aggregates are formed (see
Figure 6).[124] Recently, nuclease-resistant 2�-amino-2�-deoxypyr-
imidine-modified RNA aptamers that recognise with high
specificity a peptide comprising amino acid residues 90 ±129
of the human prion protein were selected by screening a
combinatorial library.[125] This domain of PrP is thought to be
functionally important for the conversion of PrPc into PrPSc and is
highly homologous among prion proteins of various species
including mouse, hamster, and man.[83, 115] The most promising
candidate, aptamer DP7, binds to the full-length human, mouse,
and hamster PrP in vitro. At low concentrations (700 nM) in the
growth medium of ScN2a cells, aptamer DP7 significantly
reduced the relative proportion of de novo synthesised PK-
resistant PrPSc within only 16 h. Mechanistically, DP7 might be
incorporated into PrPSc aggregates and prevent the formation of
high-molecular-weight aggregates, thereby mediating suscept-
ibility to proteolytic digestion (Figure 6). RNA aptamers provide a
novel class of antiprion compounds with an IC50 below 1 �M,
without inducing cytotoxicity, and exhibiting strong effects
when added to the cells for only a short period of time. Their
effectiveness in bioassays remains to be determined, but the
ability of RNA aptamers to cross the blood±brain barrier is
unlikely. Notably, synthesis of nuclease-resistant RNA aptamers is
very expensive, which makes them unattractive for high-dose in
vivo application.
The substances described above were shown to be effective in


cell cultures or in in vitro conversion assays, and in part they
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were tested successfully in animal models without inducing
severe side effects. Nevertheless, it is unpredictable whether
these drugs can be used in humans due to their unknown
pharmacokinetic behaviour. Most of them are not able to cross
the BBB, which restricts their application to prophylactic or
postexposure scenarios. Therefore, several groups focussed their
attention on drugs which can cross the BBB and/or have been
used already in humans for medical application. One compound
which was used for decades in humans to treat trypanosomiasis
is the polysulfonated naphthyl urea compound suramin (Fig-
ure 4C).[126] When applied to ScN2a or ScGTI cells,[102, 103] de novo
synthesis of PrPSc was completely inhibited, and after removing
the drug and further cultivating the cells, the PrPSc signal did not
reappear. Suramin is known to interfere with aggregation and
surface expression of certain proteins, and in the case of PrPc, it
induced the formation of insoluble full-length PrP aggregates,
which were, in contrast to PrPSc, entirely sensitive to proteolytic
digestion. In this study, a novel mechanism for the inhibition of
prion conversion was established. The misfolded PrP aggregates
were recognised by a cellular quality control mechanism residing
in post-ER compartments. Consequently, PrP aggregates were
directly rerouted from the Golgi/trans Golgi network to lyso-
somes for degradation, without reaching the plasma membrane.
Thereby, the compartment of prion conversion was by-passed
(Figure 7). In mouse bioassays, i.p. application of suramin around
the time point of peripheral prion inoculation significantly
prolonged the onset of prion disease. In this study, an important
example is provided which shows that mechanistic data
obtained in cell culture can be directly transferred to in vivo
situations. Unfortunately, suramin does not cross the BBB, but
derivatives of suramin are currently under investigation (Nun-
ziante et al. , unpublished data).
The group of Prusiner tested various acridine and phenothia-


zine derivatives for their inhibitory effect in cell cultures.[127]


Phenothiazines are compounds with a tricyclic scaffold and a
side chain extending from the middle ring moiety (Figure 4D).


Figure 7. Model of suramin (Sur) effects on PrP biogenesis and propagation of
PrPSc.[126] The biosynthesis of PrPc in the exocytotic pathway and its recycling and
degradation in the endocytotic pathway are depicted (PrPc shown by shaded
circles). The putative subcellular compartment of conversion of PrPc into PrPSc in
the early endocytotic pathway is marked. PrPSc is indicated by black boxes. The
induction of detergent-insoluble PrP aggregates by suramin in post-ER com-
partments and the direct re-routing to acidic vesicles is indicated (�Sur, red
arrow, PrP depicted by red boxes). By this rerouting the plasma membrane
localisation and the putative compartment of prion conversion are by-passed.


Among these are the antimalarial drug quinacrine and the
antipsychotic compound chlorpromazine. Both drugs have been
used in humans for nearly 50 years, and they are known to
penetrate the BBB. In cell cultures, they proved to be effective
against PrPSc formation, with rather low IC50 values of 3 �M for
chlorpromazine and only 0.3 �M in case of quinacrine (previously
described in ref. [128]). These encouraging results led to the
immediate start of clinical trials with quinacrine for humans
suffering from CJD or vCJD. So far no beneficial effect exerted by
the quinacrine treatment has been published. Furthermore,
several patients needed to stop taking the drug due to severe


Figure 6. Antiprion RNA aptamers.[125] Sequence and proposed structure of aptamer DP7 (left). Model for the mechanism of DP7-specific reduction of PrPSc formation
based on the nucleation-dependent polymerisation model.[124] Aptamer DP7 binds to surface-located PrPc and remains bound to PrP. The de novo formation of high-
molecular-weight, tightly folded PrPSc aggregates originating on a preexisting crystal seed is modulated in the presence of the aptamer. Directly connected with
aggregate formation and tight folding is the acquisition of PK resistance. In the event of aptamer binding, PK resistance is reduced.
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liver damage and other side effects caused by high-dose
administration of quinacrine.[129] In the meantime, quinacrine
was tested in a mouse-adapted CJD model. Mice were infected
intracerebrally and after different time points treatment was
started by oral application. Unfortunately, quinacrine did not
prolong the survival time of the mice.[130] Studies based on
quinacrine in cell cultures were extended, and in order to find
compounds with a better effect on PrPSc propagation, covalently
linked dimers of quinacrine were tested (Figure 4D).[131] Bis-
acridines that are ten times more effective than quinacrine were
identified and the importance of linker length and structure was
revealed. It will be interesting to see whether these derivatives
are effective against prion disease in bioassays.
In summary, many classes of chemical compounds have been


identified with pronounced effects on prion propagation in vitro
and in vivo. Most of them do not cross the BBB and this excludes
them from use in therapy (Table 2). Application directly into the
CNS or cerebrospinal fluid, the search for effective derivatives of
known compounds, and pharmaceutical developments which
enable the packaging of drugs to allow the penetration of the
BBB are highly desirable.


8. Approaches Involving Gene Therapy


Based on the above-mentioned interference with prion prop-
agation by targeting the putative protein X binding site, two out
of four residues of the epitope mapped for protein X binding
were mutated (Q167R and Q218K) and expressed in transgenic
mice.[132] These mutant proteins were shown previously to act as
transdominant inhibitors when transfected into ScN2a cells.[88]


Naturally occurring polymorphic variants of the corresponding
residues in sheep or humans are known to render them resistant
to scrapie and CJD, respectively.[133±135] Transgenic mice express-
ing these mutant prion proteins on either a PrP0/0 or wild-type
background were inoculated with prions. The expression of the
mutated PrP significantly slowed endogenous PrPSc formation.
Moreover, dominant-negative PrP mutants were not converted
into PrPSc. Given these findings and the knowledge that these
mutations are naturally occurring polymorphisms that mediate
resistance to prion disease, gene therapy could become a useful
tool in prion disease. Nevertheless, this requires first the
improvement of the vehicles used for the delivery of recombi-
nant DNA in general.
Recently, a study employing transgenic mice to characterise


the effects of a soluble immunogluobulin G (IgG) like dimeric PrP
on prion propagation was presented.[136] The investigated
molecule is a dimer consisting of two PrP moieties fused to
the Fc� tail of human IgG1 and is designated PrP-Fc2. Mice
expressing PrP-Fc2 on a PrP0/0 background were created and then
inoculated with prions by the i.p. or intracerebral (i.c.) route. All
mice remained healthy, a finding indicating that PrP-Fc2 is not
convertible into PrPSc. In animals expressing PrP-Fc2 on a PrP�/�


background, the incubation time for prion disease was signifi-
cantly prolonged and was dependent on dose and route of
infection. In summary, PrP-Fc2 competitively inhibits, but does
not completely block prion accumulation in the CNS and the
lymphoreticular system.


In the investigation into the molecular basis for inhibition of
prion propagation in the presence of PrP-Fc2, a great body of
evidence points to an interaction between PrP-Fc2 and PrPSc,
either by direct binding or in a complex with further proteins.
Complex formation seems to occur in lipid rafts, the postulated
site of prion conversion. Thereby, the interaction between PrPSc


and PrPc or with other proteins necessary for prion synthesis
might be prevented (Figure 5). A novel transgene, namely a
soluble dimeric IgG-like PrP which cannot be converted into
PrPSc, and which inhibits prion propagation when coexpressed
with wt PrP, was described. The beauty and promising novel
aspect of PrP-Fc2 is that it does not depend entirely on gene
therapy approaches. It could be expressed in mammalian cells in
a soluble form and purified at high amounts from the culture
medium. This would provide a powerful new tool for postexpo-
sure prophylaxis against acquired forms of prion disease, as the
inhibitory effect on peripheral prion accumulation has been
proven. As a note of caution, it should be kept in mind that
injection of a foreign molecule like PrP-Fc2 into immunocompe-
tent recipients might cause severe side effects or at least lead to
an immune response, which would eventually result in the rapid
degradation of PrP-Fc2.


9. Prion Disease and the Immune System


Prion diseases are a group of disorders that do not cause an
immunological response. In brains, no inflammatory reaction is
detectable and peripheral prion infection does not result in
antibody production. One explanation is the obvious auto-
tolerance to the self-protein PrP.[137] Recent work has pointed to
the pivotal role of components of the immune system in prion
infection from peripheral sites. This has been shown in various
transgenic mice, impaired, for example, in B-cell maturation,
follicular dendritic cell (FDC) maturation, or complement fac-
tors.[138±142] These findings can be of use for approaches to
prevent the peripheral propagation and the transport of prions
to the CNS, which is necessary after peripheral infection, for
example, in vCJD (Table 2). FDCs, which are resident cells in the
spleen and in lymph nodes, are an important site for peripheral
prion propagation.[140, 142] For FDC maturation, tumour necrosis
factor and LTare essential.[143±145] Inhibition of the LT�/� pathway
with an LT�-receptor ± immunoglobulin fusion protein (LT�R-Ig)
leads to the disappearance of functional FDCs. The effect of
LT�R-Ig treatment on the pathogenesis of prion diseases was
studied in mouse bioassays.[146] Treatment started one week
before or one week after i.p. infection and was maintained until
seven weeks after inoculation. Analysis of spleens at different
time points confirmed the absence of FDCs, and no or only
traces of PrPSc were detectable. Neuroinvasion was delayed,
although this was more pronounced if treatment started one
week before inoculation. After LT�R-Ig administration was
terminated, the FDC networks in the spleen were reconstituted.
As vCJD affects the lymphoreticular system, treatment with
LT�R-Ig might be feasible if early diagnosis is possible.
The role of the cells of the innate immune system, like


macrophages, monocytes, and dendritic cells, in prion disease is
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rather unclear. Splenic macrophages seem to be involved in the
clearance of PrPSc after peripheral infection,[147] but overall, no
detectable stimulation of the innate immune system is induced
by prion infection. Since prions are thought to consist solely of
protein without containing immunostimulatory nucleic acids,
Sethi and co-workers[148] tested whether administration of CpG
oligodeoxynucleotides (ODN) influences the incubation time of
prion disease after i.p. inoculation. CpG motifs, occurring with a
high frequency in bacterial DNA, contain a central unmethylated
CpG dinucleotide flanked by two 5� purines and two 3�
pyrimidines. They stimulate the innate immune system by
inducing a signalling cascade through the TLR9 receptor to
result in cytokine production and immune cell proliferation.[149]


Mice were i.p. infected and CpG ODN were applied at 0 h
postinfection and daily for 4 days (group 1), or after 7 h post-
infection and then daily for 4 days (group 2) or 20 days (group 3).
Groups 1 and 2 survived 38% longer than the control mice, and
in group 3 incubation time was �330 days (control mice died
after between 181 and 183 days). CpG ODN were applied very
frequently and at a high dose, and it is not clear whether the
effect is specific for the activation of innate immunity. First, it
might be due to an adjuvant effect of CpG that results in
antibody production. Second, repeated stimulation with high
doses of CpG ODN might heavily impair the architecture of the
spleen by overstimulation of immune cells, thereby resulting, for
example, in a functional lack of FDCs. Furthermore, it cannot be
assumed that the effect seen in mice can be transferred to the
human situation, for example, because of a different distribution
of the TLR9 receptor on innate immune cells. Similar results were
obtained in a study where complete Freund's adjuvant (CFA) was
used as an adjuvant for prion peptide immunisation.[150] After i.p.
inoculation the survival time of the mice was significantly
prolonged. Unexpectedly, there was no difference in the
incubation times between mice injected with prion peptide
and CFA and the control group inoculated with CFA alone.
Although the effect was less pronounced than the one described
for CpG ODN, this work again indicates that the innate immune
system might exert a protective role in prion disease.
In the last two years, several studies have pointed to beneficial


effects of antibodies as antiprion compounds in transgenic
mouse models[151] and in prion-infected cells.[152, 153] Treatment of
ScN2a cells with the monoclonal antibody 6H4 dose-depend-
ently abolished PrPSc.[152] Infection of N2a cells with brain
homogenate was inhibited by treatment with 6H4. In a second
study, different Fab fragments were examined for their ability to
inhibit prion propagation in ScN2a cells.[153] Several effective
Fabs were identified, with Fab D18 being the most effective.
Indicator bioassays with treated cells confirmed that not only
PrPSc but also prion infectivity was significantly reduced by Fab
treatment. The high potency of D18 compared to the other Fabs
was explained by its capacity to bind a significantly greater
number of cell-surface PrPc molecules and by the epitope
recognised. This epitope comprises residues 132 ±156 and is
spatially positioned on the opposite side to the proposed
protein X binding site. Therefore interaction with protein X
might be disturbed. It is of note that the 6H4 antibody used
by Enari et al. covers a similar epitope (amino acids 144 ±152) to


D18.[152] The disadvantage of Fab fragments for in vivo applica-
tion is their short half-life, therefore whole antibodies might be
much more useful.
In a study employing a transgenic approach, mice with a


skewed endogenous IgM/D repertoire were designed, and
expression of one type of IgM was reintroduced by a transgene,
combined with the sequence of the antigen-binding region of
the monoclonal anti-PrP antibody 6H4. This 6H4 ± IgM (6H4�)
was expressed on a Prp�/� background, and antibody titers were
detectable. No autoimmune reactions or hematological disor-
ders were observed. Only in Tg94 mice, which overexpress PrPc


on both B and T-cells, were 6H4�-expressing B-cells strongly
reduced.[151] Prp�/� ±6H4� mice were i.p. inoculated, and prion
accumulation in spleens and brains was monitored at different
time points between 35 to 234 days dpi. In spleens 35 and
50 dpi, no infectivity was detectable in indicator bioassays,
whereas the nontransgenic Prp�/� control group had developed
measurable prion titers at these time points. In further analysis,
spleens were tested by immunoblotting, and from both spleens
and brains, histoblot analysis was performed after different time
points. In Prp�/� ±6H4� mice, no PrPSc accumulation was
detected in any of the samples, a result indicating that both
peripheral propagation and neuroinvasion were inhibited. No
data are yet available about the incubation times to terminal
prion disease in the Prp�/� ±6H4� mice as compared to the
control group. Prp�/� mice develop clinical prion disease
between 400 and 465 dpi,[137] therefore the last time point
analysed in this study (234 dpi) does not predict the further
clinical development of the disease.
This seminal work in the field of antiprion immunisation found


its justification in the more applied approach published recently
by White et al.[154] This work showed that a traditional vacci-
nation approach, namely passive application of anti-PrP anti-
bodies, might indeed work against prion disease in vivo. These
groups first generated mAbs in nontolerant PrP�/� mice by using
recombinant murine PrP as an immunogen. By introducing
either �-helical or �-sheet PrP they generated mAbs with
different specificities towards PrPc and PrPSc. The mAbs were
then tested in a standard mouse model for prion infection. Mice
were infected by the i.p. or i.c. route. mAbs were applied starting
either from 7 or 30 dpi, with a continuous application twice a
week at a dose of 2 mg (by using the i.p. route). As a control,
non-PrP isotype mAbs were applied. At 60 dpi spleens were
taken; PrPSc was determined by immunoblotting and prion
infectivity was tested in indicator mouse bioassays. Both mAb
treatments showed a dose- and time-dependent reduction of
PrPSc and prion infectivity and a significant prolongation of
incubation time when mice were infected by the i.p. route
(�500 days when published). Interestingly, the best results were
obtained with the mAb that was supposed to react mainly with
PrPc, a finding once again indicating that targeting PrPc might be
beneficial. Analysis of treated but healthy mice at 250 dpi
showed that PrPSc was undetectable in the brain and reduced in
the spleen. This gives hope that mAb treatment might result in a
long-time effect, eventually even in complete protection. This
was only the case when prions were applied by the i.p. route.
Intracerebral inoculation was not at all influenced by mAb
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treatment. This indicates that antibodies were not able to cross
the blood±brain barrier at sufficient levels ; this is different from
the situation in Alzheimer's disease vaccination.[155, 156] As a note
of caution for the prion field, vaccination approaches in the field
of Alzheimer's disease revealed some unexpected autoimmunity
side effects in the first clinical trials and showed that the transfer
from experimental animal models to the situation in humans
might be difficult.[157, 158]


Although active immunisation in prion disease is hampered by
autotolerance against PrP,[137] it was shown that it is possible to
induce autoantibodies in PrP-expressing mice,[159±162] and that
autoantibodies have the potential to cure cells from prion
infection.[162] Antibodies in PrP-expressing wild-type mice were
induced either with full-length murine PrP that was chemically
cross-linked with DnaK as an immunogen[159] or with PrP-derived
peptides.[160] To test the functional effect of immunisation for the
latter, the expression of PK-resistant PrP by a prion-infected
tumour transplanted into immunised syngeneic A/J mice was
examined. The induced immune response reduced the levels of
PrPSc produced by the tumour without affecting the growth of
the transplant. In another study, recombinant PrP in combination
with Freund's adjuvant was used for immunisation of mice.[161]


One group of animals was immunised before i.p. inoculation
(prophylactic group), and a second group was immunised 24 h
after inoculation (rescue group), with two dilutions of mouse
prions. Antibody titers were measurable and the incubation time
was prolonged in the prophylactic group with both dilutions of
the inoculum, although the effect was more pronounced if the
prions were more concentrated. This could be explained by
higher antibody titers in these mice. Within the rescue group, no
differences were observed in the tenfold dilution of the
inoculum, whereas in the 1000-fold dilution, a slight difference
in the incubation time was reported. Recently, an improved
immunogen was introduced, namely a recombinantly expressed
covalently linked PrP dimer consisting of a tandem duplication of
two mouse PrP moieties (amino acids 23 ±231) linked by a seven
amino acid linker.[162] Upon immunisation of mice, high antibody
titers up to serum dilutions of 1:10000 in ELISA were induced,
and these polyclonal antibodies (pAbs) were tested for their
ability to interfere with PrPSc biogenesis in ScN2a cells. This
treatment induced the formation of insoluble full length PrP and
inhibited the de novo synthesis of PrPSc. When pAbs induced
with monomeric recombinant PrP were compared to dimer-
induced antibodies, the latter showed a significantly higher
potential to inhibit PrPSc synthesis, and in treatment of cells for
up to seven days, only dimer-induced pAbs were able to cure
cells from PrPSc. Fab fragments derived from pAbs did not induce
insolubility of PrPc, so it can be argued that this effect is caused
by cross-linking of adjacent PrP molecules by the bivalent IgG.
Furthermore, such Fabs had almost no effect on PrPSc propaga-
tion. When epitope mapping was performed, only autoanti-
bodies reacted against an epitope near the C terminus, by
covering two residues of the epitope mapped for the putative
protein X binding site. This, in combination with important
conformational epitopes which are not detectable in the epitope
mapping performed, might explain the special potential of
polyclonal autoantibodies induced by dimeric PrP. This capacity


of the PrP dimer to induce effective autoantibodies could also be
explained by presenting a structure similar to folding inter-
mediates that might occur during the prion conversion process.
In both studies, no side-effects or autoimmune reactions were
reported.
A very recent article published by the group of Cashman


reported the production of PrPSc-specific antibodies.[163] It was
found that induction of �-sheet structures in recombinant PrP
leads to an increased solvent accessibility of tyrosine residues, so
antibodies were raised against the PrP repeat motif tyrosine-
tyrosine-arginine, which is located in the structured C-terminal
part of PrP. Under native conditions, these antibodies recognised
PrPSc, but not PrPc, in infected brain homogenates and also low
levels of PrPSc in dendritic cells of lymph nodes taken from
scrapie-infected sheep. Given the obviously high sensitivity and
specifity, these antibodies might provide a powerfool tool for
both treatment and diagnosis of prion diseases.
Taken together, the immune system or components thereof


seem to be promising targets for intervention, at least in a
postexposure scenario. Further investigation is necessary for the
development of an active immunisation, but given the absence
of severe side effects in mice and the induction of effective
autoantibodies in first trials, it seems to be a realistic goal.


10. Summary and Outlook


In recent years, a variety of novel aspects in the molecular and
cellular biogenesis and pathogenesis of prion proteins have
been elucidated, shedding much more light on the still highly
enigmatic cellular conversion process of PrPc into pathogenic
PrPSc/prions. The importance of these findings is not always clear
and some data are still controversial. A reason for this might be
the fact that prion infectivity and PrP-induced neurodegenera-
tion could be distinct aspects of prion proteins. Understanding
the nature of the infectious agent is likely to be a prerequisite for
developing effective and causative antiprion strategies, useful in
therapy, prophylaxis, and certain postexposure scenarios. The
background for such means is highly interconnected with vCJD
and its future development in case numbers. The question arises
of whether one really wants to make use of such possibilities and
whether this can be beneficial in human patients with advanced
clinical symptoms. Nevertheless, a variety of putative antiprion
strategies and compounds have been reported in different
experimental model systems, including some interesting trans-
genic mouse models. The most surprising and unexpected
developments come from the new field of antiprion immunisa-
tion. Passive and eventually even active immunisation ap-
proaches against prion infections are becoming realistic goals.
Again, one has to ask whether results from mouse studies can be
confirmed in higher mammalian species, most probably includ-
ing primates, before vaccination studies in human prion disease
situations can be performed. However, the perspective for real
therapeutic or prophylactic intervention in human prion dis-
eases is coming closer.
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Abbreviations


BBB blood±brain barrier
BSE bovine spongiform encephalopathy
CFA complete Freund's adjuvant
CJD Creutzfeldt ± Jakob disease
CLDs caveolae-like domains
CNS central nervous system
CsA cyclosporin A
CWD chronic wasting disease
DOSPA 2,3-dioleyloxy-N-[2(sperminecarboxamido)ethyl]-


N,N-dimethyl-1-propanaminium trifluoroacetate
dpi days post infection
ER endoplasmic reticulum
ERAD ER-associated degradation
Fab fragment antigen binding
FDC follicular dendritic cell
FFI fatal familiar insomnia
FSE feline spongiform encephalopathy
GPI glycosylphosphatidylinositol
GSS Gerstmann ±Str‰ussler ± Scheinker syndrome
i.c. intracerebral
Ig immunoglobulin
i.p. intraperitoneal
LR laminin receptor
LRP laminin receptor precursor
LT lymphotoxin
mAb monoclonal antibody
ODN oligodeoxynucleotide
pAbs polyclonal antibodies
PAMAM polyamidoamide
PK proteinase K
PPIases peptidyl prolyl isomerases
PrPc cellular prion protein
PrPres PK-resistant prion protein
PrPSc pathological isoform of prion protein
TSE transmissible spongiform encephalopathy
vCJD (new) variant Creutzfeldt ± Jakob disease
wt wild-type
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Structural Aspects of Adhesion to and
Invasion of Host Cells by the Human Pathogen
Listeria monocytogenes
Wolf-Dieter Schubert and Dirk W. Heinz*[a]


Survey of the listerial infection process


The Gram-positive bacterium Listeria monocytogenes is primarily
a saprophyte living on decomposing organic matter.[1] This
mirrors the lifestyle of Bacillus subitilis, a soil bacterium to which
Listeria monocytogenes is genomically closely related.[2] In
contrast to B. subtilis, which as a strict aerobe does not colonize
the mammalian gut, L. monocytogenes is a facultative intra-
cellular bacterium. It gains access to the gastrointestinal tracts of
a wide variety of mammalian hosts, including humans, through
consumption of contaminated food. This is a particular problem
for the food industry as L. monocytogenes is able to survive both
at low temperatures and high salt concentrations.[3] By recog-
nizing and adhering to epithelial cells lining the intestine, it
escapes being expelled from the host intestine by the normal
excretory route (Figure 1, step 1). The participation of one


Figure 1. The infection cycle of Listeria monocytogenes. The bacterium invades
various normally non-phagocytic mammalian cell types, including epithelial cells
of the intestine. Following uptake, it escapes from the phagosome, moves
through the cytosol by actin assembly, and spreads to neighboring cells. See text
for details. Adapted from Ref. [59] .


listerial surface protein in recognition and adhesion has been
particularly well characterized. This molecule alone is necessary
and sufficient for the uptake of L. monocytogenes into epithelial
cell cultures. It was correspondingly termed internalin or InlA.[4]


Other surface proteins, a class of molecules particularly well
represented in L. monocytogenes,[5] may support this process.[6]


At the molecular level, InlA recognizes and binds E-cadherin, a
mammalian cell-surface protein expressed by intestinal epithelial
cells.[8] By binding host cellular receptors such as E-cadherin,
L. monocytogenes physically relays its presence on the outside of


the host cell into an intracellular signal. Existing host cellular
signaling pathways and cytoskeletal reorganization mechanisms
are thus subverted, inducing the uptake of the bacterium by
normally non-phagocytic cells through a process related to
phagocytosis (Figure 1, step 2).


Following its phagocytic uptake into the eukaryotic cell,
Listeria monocytogenes escapes from the resulting phagosome
with the help of two secreted phospholipases C, PlcA and PlcB,
and listeriolysin, a cytolysin (Figure 1, steps 3�4).[9] Escape
occurs as a prelude to intracellular proliferation (steps 5�6)
and movement by induced actin polymerization with the help of
another listerial surface protein, ActA (steps 7�9), and finally
cell-to-cell spread (steps 10�13).[10]


In healthy individuals the listerial infection does not normally
spread further than the intestine or possibly the liver and spleen,
where the infection is cleared.[11] In immunocompromized
individuals, however, the infection may spread, infecting various
other tissues and causing systemic disease. The uptake into
individual cells of these tissues mirrors the initial uptake of
L. monocytogenes into the intestinal epithelial cells. The involve-
ment of InlA in these secondary tissue infections has not been
documented. Instead a second protein, InlB, is involved. Highly
similar to InlA (see below), InlB mediates invasion of a wide range
of mammalian cells and may be instrumental in enabling
L. monocytogenes to cross the blood±brain and blood±placen-
tal barriers.[12]


The family of internalin proteins


The amino acid sequence of InlA contains two repeat regions, an
N-terminal leucine-rich repeat (LRR) domain of fifteen 22-residue
repeats (green in Figure 2) and a C-terminal region containing
three 70-residue repeats (gray).[4] The LRR domain is flanked by
two highly conserved domains, an N-terminal cap (yellow) and
the so-called ™interrepeat∫ (IR) domain (blue), which physically
separates the two repeat regions. At its very N terminus, InlA
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Figure 2. The domain structure of the internalin proteins InlA±InlH. All are
characterized by a common LRR region (green) and two adjoining domains: an
N-terminal cap (yellow) and an ™interrepeat∫ domain (aquamarine). An
N-terminal signal peptide (white) and a C-terminal LPxTG-motif, followed by a
transmembrane �-helix and a charged C terminus (all except InlB and InlC)
identifies them as surface proteins, covalently bound to the cell wall. InlB
reversibly binds to the cell wall lipoteichoic acid through a repeat domain not
found in other internalins, while InlC is a secreted protein.


possesses a 35-residue signal peptide (white), which marks the
protein for secretion to the bacterial surface. A C-terminal LPxTG
motif followed by a hydrophobic, single-pass transmembrane
region (black) and a predominantly positively charged tail
(white) indicates that InlA is processed by a sortase, SrtA, an
enzyme that cleaves the LPxTG motif between T and G and
covalently links the protein to the bacterial cell wall, presenting
the mature protein on the bacterial cell surface.[13, 14]


Immediately downstream of inlA is the related gene, inlB. It is
transcribed both independently of and bicistronically with inlA.[4]


Apart from a similarly strict, 22-residue LRR domain consisting of
seven repeats, InlB shares the N-terminal signal peptide with
InlA, and also the domains that flank the LRR domain on either
side (Figure 2). After a single unit of the C-terminal repeat
described for InlA, InlB contains a different, less strongly
conserved C-terminal repeat region consisting of three 70- to
85-residue units. InlB also lacks the LPxTG motif and a C-terminal
membrane anchor, indicating that the protein is not covalently
linked to the cell wall. Instead, the C-terminal repeat motif, also
found in other listerial surface proteins such as Ami,[5] loosely
attaches the protein to lipoteichoic acid in the bacterial cell
wall.[6]


Yet a third related protein, sharing the signal peptide, the LRR
domain consisting of six repeats, and both flanking domains, but
lacking all C-terminal extensions, was identified and termed
internalin-related protein (IrpA) or InlC.[15] Without a cell wall
anchoring site, InlC is secreted into the surrounding medium.
The genome of Listeria monocytogenes encodes for additional
related proteins, discovered in due course: InlE (eight repeats),
InlF (fourteen), InlG (four), InlH (eight), and InlC2 (seven, a
recombination product of InlE and InlH in some strains). All of
these proteins share the essential features of InlA, though the
number of C-terminal repeat units varies between two and
four.[16, 17] Other extracellular, listerial proteins also bear LRR


motifs.[5] The repeats, however, are significantly less regular and
the flanking regions reveal no homology to those described for
InlA and InlB. They thus do not cluster with the internalin family
of proteins.


Structures of internalin proteins


The first structural data on internalin proteins were obtained
from the crystal structure of the fused cap and LRR domains of
InlB,[18] followed by the cap/LRR/IR domain structures of InlB and
InlH,[19] which describe the domains common to all internalins.
The array of structures has recently been extended by the
structure determination of the cap/LRR/IR domains of InlA,[19] a
structure of InlB first describing its C-terminal repeats,[20] and InlE
(this work; Figure 2). In common with other members of the LRR
family of proteins,[21] the LRR domain of the internalins describes
a typical right-handed superhelix. Each repeat consists of a �-
strand ± loop±310-helix ± loop motif (Figure 3). Together the LRR
units form an elongated, curved, solenoid-like structure, in which
the �-strands, oriented perpendicular to the molecular axis, align


Figure 3. A single LRR unit of InlA. Atoms are shown surrounded by their electron
density defined at 1.6 ä resolution.[19] Individual residues of the 22-residue repeat
are numbered. Note the tight packing of carbon atoms (yellow) in the center of
the LRR defining the hydrophobic core. A typical ribbon representation is
superimposed (green), revealing the location of the �-strand (arrow), 310-helix,
and the intervening loops. The functionally relevant region is located on the outer
face of the �-strand. Here an accumulation of aromatic residues aids recognition
and adhesion to the hydrophobic N terminus of E-cadherin. All molecular
graphics were produced by use of the procedures given in Refs. [60 ± 62], and
POV-Ray.


along the concave face to form an extended parallel �-sheet
(Figure 4). The 310-helices are located on the opposite face,
creating the outer, convex surface of the molecule. Unlike the
first LRR protein described,[22] the internalin LRR domain does not
curve only around a central point. Instead, each repeat is rotated
with respect to its predecessor, introducing an additional twist
around the central superhelix axis into the ensemble. Though
visible in the shorter members of the internalin family, this effect
is more apparent in the longer LRR domains such as in InlH,[23]


InlE (this work), and especially InlA.[19] Structurally, YopM, a
virulence factor of Yersinia pestis, also falls into this class of LRR
proteins.[24] The numerous deviations from the 22-residue repeat
rule of the LRR of YopM is compensated for by the replacement
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of the 310-helix by a non-helical backbone conformation,
resulting in both a curvature and a twist very similar to those
of the internalin proteins.


At the amino acid level, the LRR-flanking domains are highly
conserved in all the internalin proteins. The three-dimensional
structures of these domains are correspondingly also very similar
(yellow and dark turquoise in Figure 4). Their primary function is
clearly to shield the hydrophobic core of the LRR from the
aqueous environment, as the spiral nature of the LRR cannot cap
itself. By covering this hydrophobic face, the flanking domains
significantly enhance the stability of the LRR domain. The cap
domain was found structurally to resemble a truncated EF-hand
domain first observed in calmodulin, while the IR domain bears
some similarity to immunoglobulin (Ig) domains.[23] The resem-
blance to known domains is presumably coincidental, rather
than the result of a common evolutionary origin, merely
reflecting the functional versatility of such domains. The cap
domain advantageously combines a small size with optimal
compactness, while the IR- or Ig-related domain–in addition to
its capping function–acts as a spacer between the LRR domain
and the C-terminal domains. Similar capping domains have been
observed in other LRR proteins. In YopM, for example, a similarly


�-helical domain acts as a cap domain,[24] though the arrange-
ment of �-helices bears no resemblance to that in the internalin
cap.


Despite its spring-like appearance (Figure 4), the LRR domain
appears structurally particularly rigid. This is supported by the
fact that identical repeats in different crystalline environments–
InlA and InlB have each been crystallized in three unrelated
packing arrangements–are surprisingly invariant. This rigidity is
achieved both through the highly repetitive and structured
hydrophobic core and through the involvement of a conserved
asparagine in each repeat, creating an asparagine ladder
extending throughout the core of the LRR domain (position 10
in Figure 3). Functionally, this rigidity has the advantage of
presenting a constant interaction surface to its binding partner,
irrespective of the physical nature of the surrounding medium.


Other than its having fifteen rather than seven LRR units, the
structure of InlA�, the functional cap/LRR/IR domain of InlA (see
below), is in principle not very different from that of InlB�
(Figure 4). The larger number of repeats creates a significantly
stronger curvature (roughly 170�) and accentuates the inherent
twist of InlA�. However, a single repeat, LRR6 of InlA, deviates
from the strict consensus of 22-residues observed for all other


Figure 4. The internalin domains of InlA, InlB, InlE, and InlH (denoted InlA�, InlB�, InlE� and InlH�). Each is represented by a molecular crystal, a ™ribbons∫-type rendering of
the corresponding X-ray structures, and a schematic representation of the (potential) protein ± protein interaction surface defined by the parallel �-strand region of the
LRR domain. Color coding follows that in Figure 2. In the interaction surface, �-strands are depicted as green arrows pointing left, matching the structural depictions.
Lettering is similarly from right to left. Note the unique clustering of hydrophobic (yellow) and charged (pink) residues in each of the four proteins. A dotted rectangle,
rotated away from the vertical axis, indicates the residues actually involved in interactions in InlA, caused by the twisting of the LRR. Clustering of functionally relevant
residues in this region in other internalins indicates a structurally similar interaction surface.
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internalins: here residue 8, located at the C-terminal tip of the �-
strand, is deleted. This deletion is different from the repeats
shorter than 22 residues observed in YopM, as such deletions
always occur away from the �-strand. Whereas the central �-
sheet of YopM is indistinguishable from the standard internalin
�-sheet geometry, the deletion in InlA upsets the regular �-sheet
here, introducing a notable kink into the extended molecule. The
resulting small hydrophobic depression in the surface of the LRR
domain is vital to its function (see below), as it accommodates a
proline residue of the E-cadherin host receptor and upsets the
rigidity of the LRR sufficiently to allow some structural adjust-
ment during receptor binding.[19]


Listerial infection in the intestine: structure of the InlA ±
E-cadherin complex


Possibly the first directed step in the listerial infection process is
the specific recognition of intestinal epithelial cells by Listeria
monocytogenes, leading to adhesion and invasion. On the
molecular level this is achieved by the listerial surface protein
InlA recognizing mammalian E-cadherin.[8] E-cadherin is a
member of the large class of single-pass transmembrane
receptors.[25] It is composed of five extracellular domains, a
transmembrane �-helix, and an extended cytosolic C-terminal
stretch.[26] Structurally, the extracellular domains each adopt an
Ig-related fold,[27±29] while the C-terminal domain is presumably
structured only when bound to its recognition partner �-
catenin[26, 30] or the related plakoglobin (�-catenin).[31] Physiolog-
ically, the role of E-cadherin is to ensure cell ± cell adhesion
through homotopic recognition of E-cadherin molecules on
neighboring cells.[32] The cumulative effect of numerous such
complexes fuses neighboring cells over large regions of their
surface area. Through successive interactions of �-catenin with
�-catenin, �-catenin with �-actinin, vinculin and other adaptor
proteins, E-cadherin provides a point of actin cytoskeleton
attachment. Overall, the fused cell surfaces together with the
linked complex create the so-called adherens junction.[32]


In vivo and in vitro studies had previously indicated that the
LRR domain of InlA is necessary and sufficient for complex
formation, whereas in the case of E-cadherin only the N-terminal
domain is required.[8] The smallest stable protein constructs were
thus engineered, to investigate their interaction further. In the
case of InlA, this involved the fused N-terminal domains, the cap,
LRR, and Ig-like domains. This construct we term InlA�. For
human E-cadherin the N-terminal domain (residues 1 ± 100,
termed hEC1) was found to be stable and soluble on its own.[19]


Analytical ultracentrifugation revealed a dissociation constant
of 50� 30 �M for the two molecules in the absence of Ca2� and
8�4 �M in the presence of 10 mM Ca2�.[19] This indicates a
relatively weak interaction. The crystal structure confirms the
interaction, revealing that hEC1 occupies the central void of InlA�
(Figure 5). The latter wraps around the smaller hEC1, creating an
extended, curved contact interface involving numerous individ-
ual residues of hEC1 located along its circumference. Most
intermolecular interactions exclusively involve side-chain atoms
of InlA�, while both backbone and side-chain atoms are involved
in hEC1. Although only �-strand regions from both proteins are


Figure 5. Top: The complex of the functional domains of InlA (denoted InlA�)
(yellow, green, aquamarine) from Listeria monocytogenes and human E-cad-
herin (purple). Left : The protein backbones are depicted schematically, while the
translucent surfaces give an impression of the extended surface of interaction
between the two molecules. Note the bridging position of Ca2� (orange sphere)
and Cl� (yellow) between the two. Right : The protein complex is rotated by 180�
around the vertical axis. The N-terminal domain hEC1 of E-cadherin recognized by
InlA is located at the center of the surrounding embrace. Bottom, Left : The
complex between the porcine ribonuclease inhibitor (RI, colors similar to InlA�)
and ribonuclease (purple).[36] Right : Rotated by 180�. The ribonuclease is located
adjacent to the central LRR plane. Despite the obvious analogy between the two
LRR proteins, each is optimized to achieve a unique interaction, distinct from the
other.


involved in the interaction, pairing of �-strands from the
different proteins is thus not possible. The only region of InlA
where backbone atoms hydrogen bond to hEC1 involves a
hydrophobic pocket in LRR5 to LRR7. This pocket, near the
C-terminal end of the �-strands, results from a single amino acid
deletion in LRR6, reducing the 22-residue consensus length of
this repeat to 21. The regular LRR arrangement is thereby
disturbed locally, introducing a noticeable kink into the LRR
domain (see above). The hydrophobic pocket, though not
particularly deep, is sufficient to accommodate Pro16 of hEC1.
Pro16 is located at the tip of an extended loop and adopts a cis
conformation, causing it to protrude from the general globular
shape of hEC1. This structural feature of hEC1 is probed by InlA,
ensuring specific recognition between the two proteins. Pro16
had in fact previously been identified as crucial to the
recognition of E-cadherin by InlA. Its replacement by Glu16 in
murine E-cadherin renders mice largely insensitive to oral
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challenge by Listeria monocytogenes.[33] Expression of human
E-cadherin by transgenic mice correspondingly abolishes this
natural immunity, creating a suitable mouse model for human
listeriosis.[34]


A second major part of InlA� involved in recognizing hEC1
includes a patch of hydrophobic, mainly aromatic, residues in
LRRs 13, 14, and 15. These residues are in contact mainly with the
N-terminal �-strand of hEC1, which is much more closely
associated with the remaining domain than in any other crystal
structure involving the N-terminal domain of E-cadherin.[26±29]


Although the interaction does not appear particularly specific,
replacement of any one of the hydrophobic InlA residues by
serine reduces binding affinity to hEC1 to such an extent that it is
no longer observable by analytical ultracentrifugation.[19]


Overall, the arrangement of InlA�/hEC1 is clearly analogous to
that of the complex between the porcine ribonuclease inhibitor
(RI) and ribonuclease,[36] where a smaller protein domain is
recognized by a surrounding LRR molecule (Figure 5, bottom).
However, the dissociation constant of the latter complex differs
by many orders of magnitude, indicating a very much tighter
interaction. The RI/ribonuclease complex indicates that a higher
binding affinity is in principle possible in such a system. The fact
that the binding affinity is so low could indicate that InlA has
multiple targets that, apart from E-cadherin, have not been
identified. This would mirror the recognition of both ribonu-
clease and angiogenin by the ribonuclease inhibitor[37] and the
multiple binding partners of InlB (see below)–though only one
of these is known to involve the LRR domain. Nevertheless, the
binding affinity for each partner needs to remain physiologically
relevant. As InlA is able to induce bacterial uptake, weak binding
is clearly not a result of ™poor design∫ but rather achieves a
critical balance between complex formation and dissociation.
Instead, multiple copies of both InlA and E-cadherin would allow
the formation of numerous complexes, which would add
cooperatively to the overall strength of Listeria attachment to
the host cell.


Correspondingly, millimolar concentrations of Ca2� were
found to impact significantly on the binding affinity between
InlA� and hEC1, improving the affinity constant by one order of
magnitude (see above). In the crystal structure of InlA� and hEC1,
a discrete Ca2�-binding site was identified in the interface of
both proteins. It bridges two acidic residues, Glu326 of InlA� and
Asp29 of hEC1, the latter residue through two water molecules
(orange sphere in Figure 5, top).[19] As the intracellular Ca2�


concentration (nanomolar range) is known to be several orders
of magnitude lower than that of the extracellular environment
and the intestinal lumen (millimolar range), extracellular binding
between InlA and E-cadherin is enhanced in relation to an
intracellular environment. Macroscopically, this allows complex
formation and bacterial adhesion on the exterior of the cell,
while falling Ca2� concentration in the punctured phagosome
following phagocytosis (Figure 1, step 3) leads to complex
dissociation and bacterial release from the surrounding mem-
brane. In addition to the direct bridging role, Ca2� was also found
to be required for the loop of hEC1 containing Pro16 to adopt a
rigid conformation.[27] Conserved Ca2� binding sites between
extracellular domains furthermore ensure an overall extended


conformation of E-cadherin.[38, 39] Interaction between InlA and
E-cadherin is thus multiply dependent on Ca2�, ensuring that a
decrease in its concentration will significantly destabilize the
interaction between the two.


How does binding of InlA to E-cadherin induce ™zipper∫-like
phagocytosis? The crystal structure of InlA� and hEC1 indicates
that no structural rearrangement of hEC1 that could have been
transmitted through the membrane to the cytoplasmic domain
of E-cadherin is immediately obvious.[19] InlA-induced uptake
appears to involve the unconventional myosin VIIA present in
the cytosol of the host cell.[40, 41] However, this does not imply
that its involvement is specifically induced by InlA. Instead, it
may be hypothesized that bacterial adhesion could induce
clustering of E-cadherin through a high local concentration of
InlA, simulating formation of a nascent adherens junction. This
would induce intracellular actin polymerization and cytoskeletal
tension required for normal cell rigidity through the involvement
of myosin VIIA. It may thus be envisaged that spatially limited
clustering of E-cadherin could pull the bacterium into the
eukaryotic cell while the distribution of InlA over the bacterial
cell surface would extend the area of interaction finally to cover
the entire bacterium, completing the process of engulf-
ment.[19, 40] In this way, no InlA-specific signaling is required for
bacterial uptake. A similar bacterial subversion tactic may
underlie uptake of other human pathogens such as Yersinia
and Staphylococcus. Each presents on its cell surface a dedicated
adhesin that either competes with fibronectin for the extra-
cellular region of eucaryotic integrins (invasin in Yersinia)[42] or
alternatively targets integrins indirectly by binding fibronectin
through fibronectin-binding proteins (Staphylococcus)[43] and
relying on the physiological recognition between fibronectin
and integrin. In either case, clustering of integrin would simulate
nascent extracellular matrix-recognition, inducing cytoskeletal
tension normally required to allow cell attachment or locomo-
tion. Analogously to the InlA/E-cadherin system, the spatially
limited extent of the interaction would subvert the pre-
programmed tensile force to initiate bacterial phagocytosis into
normally non-phagocytic cells.


InlB-dependent uptake of Listeria monocytogenes


The function of InlB mirrors that of InlA in similarly inducing
uptake of entire bacteria by host cells.[44±46] Apart from epithelial
cells, the spectrum of host cell lines infected by InlB additionally
includes hepatocytes, fibroblasts, and endothelial cells.[44, 47±49]


While the physiological function of InlA appears to be initial
bacterial uptake in the intestine, InlB, by inducing uptake into
other tissues, aids bacterial dissemination once infection has
occurred.[50] InlB-induced internalization was observed to re-
semble the phagocytic-like ™zipper∫ mechanism brought about
by intracellular rearrangement of the cytoskeleton.[46] Soluble
InlB furthermore induces membrane ruffling and cell scattering,
phenomena reminiscent of growth factors.[51] This led to the
identification of the probable main receptor of InlB, the
protooncogene c-Met or hepatocyte growth factor (HGF)
receptor tyrosine kinase.[51]
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Met is a disulfide-linked �/� heterodimer, synthesized as a
single-chain precursor but proteolytically cleaved during matu-
ration to yield an extracellular, 50 kDa �-chain and a single pass,
145 kDa transmembrane �-chain bearing a cytoplasmic tyrosine
kinase domain.[52] As in other receptor tyrosine kinases, ligand
binding to the extracellular domain of Met is presumably relayed
through the cell membrane, possibly by receptor dimerization,
resulting in the autophosphorylation of tyrosine residues in the
C-terminal domain of the receptor. Tyrosine phosphorylation
allows intracellular proteins to bind to the receptor, causing
further activation or inhibition of downstream signaling cas-
cades. The structure of Met, including any binding sites and
modes of activation or dimerization, is currently largely un-
known. Nevertheless, despite the resemblance of InlB-induced
responses to those of HGF,[51, 53] these ligands do not compete for
the same binding site.[51] Binding of InlB is dependent only on its
LRR domain, not on the C-terminal domains.[53] In fact, the
dissociation constant of InlB� (the N-terminal half of InlB,
residues 36 to 321) and the extracellular domain of Met was
found to be in the range of 20 ± 30 nM,[54] while that of HGF and
Met is 20 ± 70 pM,[55, 56] indicating that InlB� and HGF both bind
tightly to Met. The X-ray structure of InlB� reveals the prominent
positioning of a group of aromatic (hydrophobic) amino acid
residues–Phe104, Trp124, Phe126, and Tyr170 or Tyr214–on
the concave surface of the LRR domain (Figure 6).[18, 23] Replace-
ment of these either individually or cumulatively by serine
severely reduces the binding affinity of the resulting InlB�-
variants for Met and abrogates uptake of InlB�-covered latex
beads–except, that is, for Phe126, which despite its central


Figure 6. The crystal structure of the complete InlB molecule.[20] The internalin
domain (colors as in Figure 4) and the C-terminal, cell wall-anchoring (GW) repeat
domain (blue) of InlB combine to create an extended molecule. The intermediate
domain, homologous to the C-terminal repeat unit of most other internalins, was
disordered in the crystal structure and could not be modeled. Its approximate size
is indicated by a blue-gray ellipsoid. Left inset : An enlargement of the C-terminal
repeat domain of InlB (blue) in comparison to the SH3 domain of the Abl tyrosine
kinase[63] (gray, green). Note that despite the overall structural similarity, the
polyproline-binding pocket of typical SH3 domains is blocked by extended loops
in the InlB GW domain. Right inset : The aromatic residues on the concave side of
the LRR domain of InlB directly participate in binding the c-Met receptor tyrosine
kinase.[54]


location does not appear to be directly involved in binding
Met.[54] The hydrophobic residues are thus directly involved in
binding to the extracellular domain of Met, leading to InlB-
induced uptake–at least of coated beads.[54] In vivo assays
employing single-exchange, of full-length InlB variants in Listeria
monocytogenes indicate that here the effect of individual
residues is not as strong. Cumulative replacement of three to
five aromatic residues is required to down-regulate invasion of
HeLa cells significantly.[54]


In addition to binding of Met, InlB binds at least one other
distinct host cell receptor: gC1q-R.[57] This recognition, however,
does not involve the LRR domain of InlB, but rather the
C-terminal repeat region.[58] This domain thus has multiple
functions, as it is involved in reversible attachment of InlB to the
lipoteichoic acid of the cell wall of Listeria monocytogenes[6] and
has been shown to bind to the glycosaminoglycan heparin on
the cell membrane of eukaryotic cells.[58]


Structurally, the C-terminal domain is related to SH3 domains
(Figure 6, inset).[20] This may document an ancient evolutionary
relationship, though, as with the domains flanking the LRR of the
internalin proteins, the function is unrelated to that of structur-
ally homologous domains. Instead, the domain is presumably
optimized to bind its disparate ligands, though the structural
aspects of this recognition currently remain unclear.


Functionally, the reversible binding of InlB to the bacterial cell
wall helps to maintain a high concentration of this protein in the
immediate vicinity of the bacterial surface, ensuring that
membrane ruffling will only occur in close proximity to the
bacterium. By dissociating from the cell wall and associating with
heparin of the target cell, simulating the behavior of HGF, a
closely localized concentration of InlB is maintained, leading to a
spatially limited, optimally coordinated induction of signaling
through Met. Furthermore, the tight binding of InlB to Met[54]


ensures that the outside ± in signal through Met is maintained at
near maximum levels, as long as it is required.


Internalins as tools to study host cell function


InlA and InlB are both potent pathogenicity factors that achieve
efficient uptake of whole bacteria into normally nonphagocytic
eukaryotic cells. Each, at least in vitro, functions independently of
any other bacterial proteins, allowing listerial uptake into a large
array of eukaryotic cells. Interestingly, they employ two inde-
pendent routes of subterfuge to achieve similar final outcomes:
InlB binds to Met, inducing classical receptor tyrosine kinase
signaling pathways, whilst InlA more succinctly may subvert a
process aimed at cell and tissue maintenance to induce its own
form of phagocytosis. Though each process functions inde-
pendently of the other, they may be employed in parallel in vivo,
potentiating their respective efficiencies.[6] Mechanisms under-
lying both InlA- and InlB-mediated phagocytosis are currently
only incompletely understood. Both are therefore potentially
invaluable tools for cell biology in further investigation of these
complex eukaryotic processes.
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Introduction


As you leaf through the pages of this
journal, you will be presented with all
manner of illustrations. The fields that we
work in–chemistry, biochemistry, molec-
ular biology–are particularly amenable
to illustration. After all, most of our work
boils down to understanding the arrange-
ment of atoms in space. So, we use
sketches, illustrations, and advanced com-
puter graphics to examine our particular
arrangement of atoms, and to present our
atoms to other researchers and to the
public.
Take a moment to think about how


amazing this is. We are able to synthesize
pictures of the arrangement of atoms in
matter, both animate and inanimate. We
are revealing an invisible world, where the
concept of vision has no meaning, in a
way that is interpretable by our senses.


Tools of the Trade


Today, manipulation and illustration of
atomic structure is fast, easy, and remark-
ably fun. The computer forms a facile
interface to atomic data (of which there is
enough for a lifetime of exploration),
allowing us to delve into structures,
compare them to others, and ultimately
create pictures of what we have discov-
ered.
If you are a chemist, you will be dealing


with hoards of chemical diagrams. Fortu-
nately, there is a long tradition of how to
represent these diagrams. Even more


fortunately, these diagrams are codified
to a sufficient extent to allow computers
to understand the rules. By sticking to this
tradition, every chemist will understand
your atoms and their covalent connec-
tions. We even can use some shorthand to
simplify these already parsimonious dia-
grams: the familiar hexagon with a circle
inside represents a more complex under-
lying aromaticity, we don't have to put a
™C∫ at every carbon position in a hydro-
carbon, and often, we don't even have to
show the hydrogens at all. Turn-key soft-
ware running on personal computers
allows us to churn out clear, precise
versions of these diagrams.
If you are a biochemist, you will prob-


ably be dealing with larger fish, so you'll
need to use a bigger hook. Protein and
nucleic acid structures have hundreds or
thousands of atoms–each essential–so
we need advanced tools to look at them.
Over the years, researchers and illustrators
have tried many ways of simplifying these
structures. The goal is to simplify the
representation to make the picture more
interpretable, throwing out information
that is not needed. We have to be careful,
though, not to throw out too much, or the
picture will be useless. This is the artistry
and pedagogy of molecular illustration.
Three basic representations, shown in


Figure 1, have withstood the test of time.
Covalent diagrams, such as wireframes or
ball-and-stick diagrams, are direct exten-
sions from the chemical tradition, show-
ing the underlying chemistry of the
molecule. Everything is there for the
exploring, but often it can be too much,
and the image becomes a sprawl of
overlapping lines. Spacefilling represen-
tations (and other surfacing or solvent
accessible variants) combat this sprawl
by obscuring all interior detail. These
diagrams look at the size and shape of
molecules, and are great for thinking
about interactions between different


molecules. Their strength, however, is also
their major limitation: they are the best
way to show the shape of the molecule
but all of the interesting connections
inside are hidden. Ribbon diagrams round
out our representational bag-of-tricks.
They strip away all of the distracting
atomic information and present the to-
pology of a protein or nucleic acid chain.
Ribbon diagrams are arguably the most
beautiful of the representations, and thus
find their way into most popular accounts
of biomolecular structure. When you think
of the structure of DNA, the familiar
ladder diagram, first shown in that famous
Nature paper,[1] is the picture that comes
to mind. Today, you can find the curly
protein ribbons and arrows on the cover
of nearly any journal.


Researchers are Doing It for
Themselves


Molecular graphics software is available
off the shelf, so today many images of
molecules are created in the laboratory
where they are being studied (Figure 2).
These programs range from basic molec-
ular viewing to advanced rendering. My
favorite place to start is the program
RasMol (links to all of the software
described in this section may be found
at the Protein Data Bank: http://
www.pdb.org). With two clicks of the
mouse, you have a molecule on the
screen and you can start exploring. Other
popular programs, such as Molscript and
Raster3D, allow the creation of high-
quality images for publication. They re-
quire a bit more practice, but the results
are well worth the effort.
Because interactivity is so important in


biomolecular graphics, clever researchers
have also developed a number of power-
ful methods to incorporate interactive
figures into publications and presenta-
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tions. David and Jane Richardson pio-
neered the approach with the program
Mage. It allows authors to create a
™kinemage∫, an animated, interactive fig-
ure. The reader is given some basic free-
dom to interact with the figure, but not–
and this is important–total freedom. The
author designs the kinemage to pave the
way for the reader, picking the best
representations to display the particular
topic at hand, and removing options that
might cause the reader to get lost.
More recently, the Chime plug-in for


Netscape has moved interactive molec-
ular graphics into the world wide web.
With Chime, authors can place interactive
windows into web pages, allowing per-
fect integration between interactive ex-
ploration of the structure and any explan-
atory text or links to other sites.


State-of-the-Art


Molecular graphics is an active field,
undergoing significant changes. A major
thrust in current development is to im-
prove the modularity and reusability of
graphics methods. The idea is to create a
collection of modular tools that can be
connected together to perform custom
functions. We no longer create ponder-
ous, monolithic programs that do every-
thing, instead, we take an atomic co-
ordinate manager and have it feed data to
a molecular dynamics tool, and hook it up
to a molecular viewer so we can watch
what is happening.
For example, Michel Sanner is using the


Python programming language as the
glue to connect these diverse modules.[2]


He has created a visual programming


Figure 2. Amazingly powerful molecular graphics programs are available on personal computers. A snapshot
of RasMol (http://www.bernstein-plus-sons.com/software/rasmol) in action is shown here. It allows interactive
manipulation of this enormous ribosome structure, which includes nearly a hundred thousand atoms, and a
variety of options for coloring and representation. With RasMol and other similar programs, molecular
structures are at anybody's fingertips. Coordinates were taken from entry 1jj2 at the Protein Data Bank.


Figure 1. Ever since the first protein structure was
solved, researchers have looked for ways to display
and explore these complex molecules. Today, three
basic representations are commonly used. The first,
shown at the top, is a modification of traditional
chemical diagrams that uses lines or cylinders to
show the covalent structure of the molecule. This is
the workhorse of biomolecular research, and is
particularly useful when viewed on an interactive
computer graphics system, allowing manipulation
of the three-dimensional image. The spacefilling
representation, shown in the middle, was designed
by Linus Pauling[5] to reveal the bulk of the
molecule. If we were able, somehow, to see a
molecule, we might expect it to look something like
this (without, perhaps, the shiny highlights!).
Ribbon diagrams, codified for proteins by Jane
Richardson,[6] radically simplify the structure,
showing the topology of the chain and revealing
regions of specific secondary structure. These are
ideal for thinking about protein folding and
evolutionary relationships. These images
were created with the Python Molecule Viewer
(http://www.scripps.edu/~sanner/python/pmv), by
using coordinates from entry 1mbn at the Protein
Data Bank (http://www.pdb.org).
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environment that allows the networking
of different modules to form custom
applications. The use of Python is the
key advantage over previous data net-
work methods (such as AVS), because it
allows, with modest coding effort, the
™wrapping∫ of other applications to allow
them to communicate their results to the
network. The center of this network is
PMV, the Python Molecule Viewer, which
takes care of all of the graphics tasks.
Figure 3 shows an example of using a
WWW-based service to direct the render-
ing of molecules. In other applications,
symmetry information, molecular dynam-
ics, electrostatics, quantum mechanics,
and many other sources of data have
been linked into the networks.


Molecular Models


Wooden or plastic ball-and-stick models
play an indispensable role when teaching
about covalent bonding and stereochem-
istry. These models–an adult form of
Tinkertoys–provide hours of fun and
insight. But until recently, physical models
were limited to the world of chemistry.


Snap-together models get too unwieldy
when you try to build trypsin or a
ribosome.
Researchers are now borrowing tech-


nologies from engineering to create phys-
ical models of proteins and large molec-
ular assemblies. These technologies were
designed for rapid prototyping, to build
and test car parts and the like. They build
up a model one layer at a time by
squirting on tiny dots of molten plastic,
by cutting and gluing together layer after
layer of paper, or by gluing down thin
layers of gypsum powder with an ink-jet
printer. After a little programming, three-
dimensional printers are now being used
by biologists to provide a tangible alter-
native to computer graphics. The result is
a perfect three-dimensional model of any
desired molecule (Figure 4). These models
are irresistible: researchers and students
alike are finding that it is impossible not
to handle and explore them.


Collaboration with an Artist


Now that these exciting tools are available
on our desktop, why would a scientist


need to go to an artist? Desktop molec-
ular graphics are superb for the represen-
tations that they are designed to create,
but only for those. Artists are essential in
cases where the subject is just too com-
plex for routine graphics. Artists figured
prominently in the first few decades of
protein structure, when scientists and
readers struggled to understand for the
first time the complex three-dimensional
arrangement of atoms of myoglobin and
lysozyme. The collaboration of Irving Geis
and Richard Dickerson is a milestone:
working as one, they created illustrations
that brought this new world to life.[3]


In other cases, the artist/scientist col-
laboration can benefit both the image
being created and the science being
presented. A perfect example is the
illustration by Graham Johnson, shown
in Figure 5. He was approached by Ron
Vale to create a picture showing the
current state of knowledge of motor
proteins. Graham was able to synthesize
structural information frommany sources:
from atomic structures, ultrastructural
information from microscopy, and, for
some pieces, simple molecular weights.
These are combined into a coherent,
interpretable picture, with very little fab-
rication. The animations by Drew Berry
(Figure 6), or my own paintings of mole-


Figure 3. A visual programming environment is used to link services on the WWW with a molecular viewer.
Here, a WWW-based resource, ConSurf, provides values for evolutionary conservation of amino acids in a
protein. They are then used to modulate the color of the chain representation in the Molecular Viewer. The
Network Builder allows many different options to be explored: pulling in data from a variety of resources and
using it to modulate any of the parameters of rendering. Figure provided by Michel Sanner, the Scripps
Research Institute.


Figure 4. Rapid prototyping methods are being
used to create physical models of large molecules.
This model of chymotrypsin (notice the deep, dark
specificity pocket) was created by using machinery
from Z-Corporation. The machinery lays down thin
layers of gypsum powder and sprays on colored
glue with an ink-jet printer, building the model up
layer-by-layer from bottom to top. The hand-sized
model allows direct, tactile exploration of the
protein structure.
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cules in cells (Figure 7) are other examples
of the utility of this approach.
Note that this process is a two-way


street. The collaboration is an opportunity
for the scientist to compile an exhaustive
set of information: after all, Graham
needed to know what information was
available for every part in each structure,
and Drew needed to know where and
how fast the parts of the polymerase were
acting. The artist/scientist collaboration
forces us to reveal both the parts that are
well understood, and the parts that
require further scientific scrutiny.


One Size Does Not Fit All


Today, we can easily turn out colorful,
accurate illustrations to support our re-
search projects. These are perfect to
accompany our journal articles, but we
may run into trouble when we move to
other audiences. We often make the
mistake of using the same imagery when
faced with less technical audiences, and
lose their interest in the process. The


Figure 6. Drew Berry tackled the challenge of
animating a DNA replication fork in action. Based on
the many atomic structures of the players, he
assembled this model of the DNA replisome. As with
all complex models, parts are based firmly in data,
and parts, such as the geometry of the polymerases,
primases, and clamps in the overall complex, are still
the subject of speculation and study. Since the overall
process ± -most notably, the discontinuous priming
and replication of the lagging strand–is modeled
accurately, the animation is an excellent teaching
tool. It is also a boon to science, forcing researchers
to look at all of the steps in this process, and develop
tests to decide if Drew's particular model is com-
pletely correct.


Figure 5. Ron Vale went to Graham Johnson to
create this atlas of motor proteins for an article in
Cell.[7] This is a challenging task, since parts of these
proteins are known in great detail, and parts are less
well defined. After digging up all currently-available
structural data, Graham developed a style that
shows high detail where warranted and smoother
representations for domains and coiled-coils where
only amino acid sequences and molecular weights
are known.
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entire field of scientific illustration has
emerged to fill this need: the need to
create illustrations for textbooks, science
museums, and science programming.
These illustrators perform a careful
balancing act: paring down the scientific
data to its essential core, and
then creating compelling imagery to
present it.
It is easy to make the mistake of


judging all scientific illustration according
to one standard. In a recent Commentary
in Nature,[4] Julio Ottino strongly criticized
the many colorful illustrations currently in
use for science outreach. What was not
addressed in his commentary, however, is
the context of illustrations. When we
create an illustration for a journal article,
factual accuracy and lack of distortion are
essential, since we are using the illustra-
tion to support our results. But when we
decide to create illustrations for a more
general audience, the goals, and the rules,
change. We are no longer creating an


illustration to support a body of data.
Instead, we are creating an illustration to
pique a reader's interest, or to present an
entire scientific concept in one easy-to-
swallow bite, or simply to sell magazines.
The artist is given far greater leeway and
control, and the results, like Graham
Johnson's image in Figure 8, can be
exciting and engaging.
Conversely, I occasionally find myself


acting as a harsh critic of illustrations in
journal articles (for instance, there are
colors other than saturated red, yellow,
blue, and green). However, this criticism is
misplaced. Journal illustrations are meant
for one function, and one function only:
to support the findings of the authors. If
the illustrations succeed in this task, they


are a complete success, even if the color
combination doesn't fit the current cul-
tural aesthetic.


Molecules for Everyone


Perhaps the most exciting aspect of the
revolution in molecular graphics is the
general accessibility of advanced struc-
tural research. The Protein Data Bank is a
perfect example. There, researchers, stu-
dents and teachers, and the general
public can explore the latest results in
anthrax structure, prion structure, molec-
ular motors (Figure 9) and a host of other
topical subjects. Molecular structure is no
longer the exclusive domain of mainframe


Figure 7. In my own paintings, I use art to reveal a world that is difficult to
explore directly by experiment.[8] Microscopy reveals the rich world of cellular
ultrastructure, but falls short of resolving individual molecules. X-ray crystal-
lography and NMR spectroscopy, on the other hand, reveal individual molecules
in splendid detail, but taken completely out of their biological context. The
painting of Escherichia coli shown here combines ultrastructural data with
molecular structure, synthesizing a picture of the many molecules inside this
living cell. The two-layered cell wall is shown in green, with a large embedded
flagellar motor complex. Inside is the cytoplasm, dominated by ribosomes,
shown in purple, and enzymes, shown in blue. In the lower right corner is a
tangle of DNA, shown in yellow, and the many proteins involved in its
replication and transcription. This painting was the introductory figure in an
article about prokaryotes by Hoppert and Mayer.[9]


Figure 8. Artists are often called upon to create a dynamic image for the
cover of a publication or other high-profile applications. In these, the artist
can pull out all the stops: panoramic views, dramatic lighting, and careful
highlighting combine to draw the viewer in. This image by Graham Johnson,
created for the cover of June 2003 Accounts of Chemical Research, depicts
the �-adrenergic signaling pathway leading to glycogen breakdown.
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hardware, costly graphics engines, and
specialist researchers. The latest struc-
tures are just a few clicks of the mouse
away. So start browsing!
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Figure 9. The molecular world is full of surprises, and always rewards the curious explorer. ATP synthase is
a perfect example. It has two separate rotary nanomotors, each powered by a different fuel. The motor at
the top, colored red, is powered by ATP, and the motor at the bottom, colored blue, is powered by an
electrochemical gradient. Since they are tethered together, the cell can use the electrochemically-powered
motor to drive the upper one, forcing it to act as a generator instead of a motor, so that it builds new ATP
fuel. Coordinates were taken from entries 1c17 and 1e79 at the Protein Data Bank.
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Synthetic transmembrane channels, while
possessing much simpler structures than
their biological counterparts,[1, 2] have the
potential to serve as selective membrane
transport conduits. Several different ap-
proaches have been taken to the con-
struction of these species by using either
single molecules or multicomponent as-
semblies. In early work, Yoshiaki Kobuke
and co-workers found that carboxylate-
terminated polyglycol chains surround
dioctadecyldimethylammonium cations
in lipid bilayer membranes and allow
cation transport through the assembly.[3]


More recently, Kobuke has reported ion-
channel formation and transport of po-
tassium cations by resorcin[4]arenes ap-
pended with amphiphilic cholic acid moi-
eties.[4] Tom Fyles and co-workers have
constructed transmembrane channels
from single molecules containing a cen-
tral crown ether unit attached to walls
consisting of glycol and alkyl chains
terminated with hydrophilic sugar head
groups.[5] This group has also reported
voltage-gated synthetic ion channels
based on bis-macrocyclic bola-amphi-
philes.[6] Jean-Marie Lehn and co-workers
have synthesised ™bouquet∫-type mole-
cules containing a central crown ether or
cyclodextrin core linked to polyglycol
chains terminated in carboxylate groups.
These species were shown to mediate
both sodium and lithium cation trans-
port.[7, 8] Crown ethers have been em-
ployed by other groups in different ways.
For example, Normand Voyer has con-
structed polypeptides with appended
[21]crown-7 units such that, when the
peptide adopts an �-helical conformation,
the crown ethers line up and form a
channel.[9, 10] Hicham Fenniri and co-work-
ers have taken an alternative approach
using crown ether functionalised hetero-


aromatic bicyclic bases to form stacks of
hydrogen-bonded rosettes.[11] In addition
to his early work on cation channels,[12]


George Gokel and co-workers reported a
peptidic synthetic chloride membrane
transporter system whose design incor-
porated structural patterns from naturally
occurring chloride transporters.[13]


Yet transmembrane channels can do
more than mediate the transport of
chemical species. For example, if control
of transport across a membrane can be
linked to a separate chemical process
occurring in the system, then one possible
application of the channel would be to
function as a component of a sensor.
Stefan Matile and co-workers Gopal Das
and Pinaki Talukdar at the University of
Geneva have recently demonstrated this
principle by developing a new high-
throughput fluorometric method for
monitoring enzyme activity that employs
selective blocking and unblocking of
synthetic peptidic transmembrane chan-
nels.[14]


There are a number of structural op-
tions available when designing a peptidic
artificial channel to span a membrane
(Figure 1). These include the use of as-
sembly of D,L-cyclopeptides into hydro-
gen-bonded peptide nanotubes (Fig-
ure 1A). Reza Ghadiri and co-workers at
Scripps have been pioneers in this area,
constructing a variety of channels that are
capable of transmembrane transport.[15]


The transport of chemical species through
these channels is dependant on the size
of the pore. For example, glucose and
glutamic acid are too large to pass
through octapeptide nanotubes, al-
though they may pass freely through
larger decapeptide nanotubes.[16, 17] In
addition, these assemblies have been
shown to possess antibiotic properties
as they disrupt the structural integrity of
the membrane.[18] An alternative ap-
proach to channel construction is to
employ bundles of �-helical peptides
(Figure 1B). These types of channel con-


sist of several �-helical staves with am-
phiphilic surfaces that assemble in the
membrane and so form a channel with a
hydrophobic exterior surface and hydro-
philic groups lining the channel interior.
Such channels have been shown to allow
transport of single-stranded DNA through
bilayer membranes.[19] Biological helical
peptides, such as gramicidin,[20±22] have
provided the structural backbone for new
photoswitchable ion channels. Andrew
Woolley and co-workers prepared a
gramicidin analogue containing a photo-
switchable azobenzene side chain.[23] Pho-
toisomerism of this group changes its
dipole moment, thereby modulating the
sodium and caesium cation conductance
of the channel. Alternatively, one may
construct higher-order helical assemblies
from peptide chains (Figure 1C) or con-
struct a �-barrel–a cylindrical structure
formed by �-sheets of peptides (Fig-
ure 1D). Hagan Bayley and co-workers
have explored the use of modified staph-
ylococcal �-haemolysin (�HL) pores (the
transmembrane portion of which consists
of a �-barrel) to detect a variety of species,
including metal ions, organic molecules
and proteins, passing across lipid bilayers.
In these cases, the detection of trans-
membrane transport of the analyte was
achieved by measuring the current across
the lipid bilayer.[24] In landmark work,
attachment of an individual oligonucleo-
tide within the lumen of the �-haemolysin
pore was also achieved thereby forming a
™DNA nanopore∫. The binding of single-
stranded DNA to the tethered DNA
modulated the ionic current flowing
through the pore allowing identification
of individual DNA strands with single base
resolution.[25]


Matile has recently developed new
synthetic supramolecular �-barrels that
are constructed from molecular units
containing a rigid octiphenyl stave to
which short peptide chains are attached
(Figure 2).[26] When chains on adjacent
octiphenyl groups interdigitate they form
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Figure 2. A) Self-assembly of peptide-functionalised p-octiphenyl monomeric rods. The octiphenyl staves are highlighted in red whilst the exterior surface of the barrel
is brown and the interior surface blue. X�H, M; M�metal ion: 0.5Mg2�, 1.0Na� etc. depending upon conditions. b) The �-barrel in a lipid bilayer. Amino acids located
on the outer surface are black on white; internal ones are white on blue. One letter abbreviations used (D, Asp; H, His ; L, Leu; R, Arg; V, Val ; W, Trp).


Figure 1. A) Nanotubes composed of cyclic molecules rather than staves, B) bundles comprising voluminous staves, C) higher hollow helices and D) barrel stave
architecture. �-Strands are depicted as arrows pointing to the C terminus, �-helices (and loops) as bold lines, amino acid residues (one letter abbreviation) pointing to
the exterior of the tertiary structure are depicted black on white, internal residues are white on black. Adapted from an illustration appearing in ref. [27] , Copyright 2001,
reproduced by permission of the Royal Society of Chemistry.
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antiparallel �-sheets, and, because of
twists in the stave due to the arene ±
arene torsion angles (�180 �C) and steric
crowding of the N- and C-terminal amino
acid residues, the self-assembled struc-
tures are curved, so allowing the forma-
tion of rigid-rod �-barrel structures. Per-
haps the most important feature of this
approach to synthetic-channel formation
is its versatility. It is possible to choose the
identity of the amino acid residues that
coat the exterior and interior surfaces of
the barrel and hence tune the barrel's
solubility (exterior) and transport ability
(interior). Matile calls this ™functional plas-
ticity∫[27] as the barrels are adaptable for
use in different applications without mak-
ing changes to the underlying structure
that constitutes the cylinder. For example,
barrel 1 shown in Figure 2 has leucine
groups on its exterior that confer solubil-
ity in a lipophilic environments (such as
within a cell membrane) and a polar
interior lined with Asp groups.
Matile introduced magnesium ions into


barrel 1 that bound to the aspartate
groups so transforming the interior sur-
face into a cationic channel 1�Mg2�n


(Scheme 1). This allowed the barrel to
act as a host for a variety of larger anionic
species.[28] Matile found that ATP would
block the channel but that AMP and Pi
were ineffective channel blockers. This
finding allowed the channel to be used to
monitor the effectiveness of phosphatase
enzymes (e.g. potato apyrase, a nonspe-
cific ATPase) that convert ATP into the
smaller phosphate-containing species.
The channels were incorporated into
large unilamellar vesicles (LUVs) contain-
ing high (self-quenching) concentrations
of a fluorescent dye [5(6)-carboxyfluores-


cein (CF)] . When channel 1�Mg2�n con-
taining ATP was unblocked by the action
of the enzyme, the CF dye passed through
the channel and escaped from the vesicle.
Enzyme activity could then be monitored
quickly and easily by following the in-
crease in fluorescence as the concentra-
tion of dye within the vesicle fell. Matile
demonstrated that weak binding of the
magnesium cations inside the channel led
to high dissociation constants of the
substrates from the channels and hence
designed barrel 2 (Figure 2) to overcome
this problem. Barrel 2 contains histidine ±
arginine dyads on its interior walls while
valine, tryptophan and leucine groups
constitute its exterior surface. The interior
arginine groups form strong complexes
with phosphates,[29, 30] leading to reduced
dissociation constants with the substrates
and hence higher sensitivities (�1000) for
activity sensors constructed from barrel 2
as compared to 1�Mg2�n. The detection
system was also applied to other classes
of enzymes (and phosphate substrates)
that are useful in the development of
enzymatic carbohydrate and oligosac-
charide synthesis. Bovine milk galactosyl-
transferase is an enzyme that can have the
opposite effect on barrel 2. The enzyme
produces uridine diphosphate (a good
channel blocker) from UDPGal and
GlcNAc (poor channel blockers) and
hence the activity of this enzyme may
be monitored by a decrease in the trans-
port ability of the channel. This system
also demonstrates that it is possible
to switch on or switch off the transport
of species through barrel 2 solely by
using enzymes. One could therefore re-
gard these channels as being ™enzyme-
gated∫.


The broad applicability to a wide
variety of enzymes and substrates of
Matile's approach to sensing activity
(and the avoidance of patch-clamp tech-
niques[31, 32] to monitor transport of spe-
cies through the channels) suggests that
this technique will become an important
tool for the chemical biologist for future
high-throughput screening of enzyme
activityl.[24] Meanwhile, applications for
Matile's �-barrel channels in other areas
such as catalysis are already being dis-
covered.[33]
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Lipids are usually known as a form of
storage of metabolic energy, as compo-
nents of biological membranes and as
signalling substances. Another, much less
recognised function of lipids is their
covalent attachment to proteins. Many
cytoplasmic proteins are modified by the
addition of lipid moieties that modulate
their interactions with other proteins and
facilitate their association with cellular
membranes.
An extracellular glycoprotein of the


Wnt family was recently purified and
shown to maintain haematopoietic stem
cells (HSCs) in their self-renewing state.
The protein bears a palmitoyl residue on
an N-terminal cysteine side chain, and this
modification turned out to be critical for
its signalling properties.[1]


Background: Wnt Signalling


The products of wnt genes, the Wnt
proteins, are secreted factors with molec-
ular weights of about 40 kDa that stim-
ulate cells in vitro in an autocrine and in a
paracrine manner. These proteins control
a variety of processes during animal
development.[2a] The first wnt gene to be
identified (int-1, now called wnt-1) was
discovered in 1982 as a protooncogene of
the mouse.[3] Its homologue in Drosophila
melanogaster, the wingless gene, controls
segment polarity and wing development
in the fly as a nonclassical morphogen.[4]


Since these discoveries were made, wnt
genes of various species, from the nem-
atode Caenorhabditis elegans to verte-
brates, have been characterised; nineteen
human wnt genes have been reported to
date.[2]


Wnt signals control proliferation and
differentiation during embryonic devel-
opment and morphogenesis.[2a] The so-
called classical or canonical Wnt signalling
pathway (Figure 1) activates target genes


through stabilisation of a cytoplasmic
protein, �-catenin, the mammalian homo-
logue of the Drosophila segment polarity
gene product Armadillo.[5] This pathway
represents a ubiquitous cell communica-
tion system and essentially involves the
four downstream components Frizzled,
Dishevelled, glycogen synthase kinase-3�
(GSK-3�), and �-catenin. In brief, the Wnt
cascade is activated by binding of se-
creted Wnt glycoproteins to membrane


receptors of the Frizzled and low-density
lipoprotein receptor-related protein fam-
ilies. In the presence of co-receptors like
proteoglycans, the cytoplasmic phospho-
protein Dishevelled[6] is activated, which


leads to the inhibition of the
serine/threonine protein kinase
GSK-3�. As a result, the phos-
phorylation of one of the tar-
get proteins of this enzyme, �-
catenin, is suppressed. �-Cate-
nin, which is degraded in its
phosphorylated form by the
ubiquitin system, accumulates
and is translocated to the nu-
cleus, where it interacts with
transcription factors of the LEF/
TCF family and activates the
transcription of Wnt target
genes. The destruction com-
plex that leads to �-catenin
degradation in the absence of
the Wnt signal contains Axin as
a scaffold protein, the tumour
suppressor gene product APC
and GSK-3�.
One key player in the canon-


ical Wnt cascade is �-catenin, a
protein that was initially dis-
covered as a binding protein
for the cytoplasmic domain
of the cell adhesion protein
E-Cadherin, which mediates
Ca2�-dependent cell ± cell in-
teractions. Such contacts con-
nect E-Cadherin to the actin
filaments of the cytoskeleton.
Defects in the canonical Wnt
pathway are not only associat-


ed with morphological alterations and
defects in organ development. Mutations
in the genes encoding APC or �-catenin
can lead to the constitutive stabilisation
of transcriptionally active �-catenin and to
tumour development, particularly in the
gastrointestinal tract.[7, 8]


Recent investigations have led to the
discovery of additional components and
to a more detailed view of this highly
complex pathway. In addition to the
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Figure 1. Overview of canonical Wnt signalling (modified from
ref. [12]). In the absence of extracellular Wnt protein, cytoplasmic
�-catenin binds to the destruction complex composed of
adenomatosis polyposis coli (APC), Axin, and glycogen synthase
kinase-3� (GSK-3�). Binding to this complex leads to �-catenin
phosphorylation, ubiquitinylation and degradation by the pro-
teasome. Wnt binding to receptors like Frizzled causes dissoci-
ation of the destruction complex, which results in stabilisation of
�-catenin and its translocation to the nucleus, where it triggers
the transcription of target genes by interacting with transcription
factors, such as those of the LEF/TCF family (LEF, lymphoid
enhancer factor; TCF, T-cell factor).
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canonical pathway, several subpathways
can be distinguished: 1) the planar cell
polarization pathway, which leads to an
asymmetric orientation of the cytoskele-
ton and to the polarised phenotype of
cells in epithelial tissues, 2) the Wnt/Ca2�


pathway, which leads to phospholipase C
activation and Ca2� release, and 3) a path-
way that controls asymmetric cell division
and spindle orientation.[9]


Palmitoylation of Wnt


A milestone in the analysis of Wnt pro-
teins was the isolation of a purified
member of the Wnt family in its active
form. This isolation was achieved by using
the culture medium of cells expressing
recombinant murine Wnt3a protein as the
protein source and purifying Wnt3a in the
presence of the zwitterionic detergent
3-[(cholamidopropyl)dimethylammonio]-
propanesulfonate in several chromato-
graphic steps. The purification started
with binding of the protein to Blue
Sepharose. Elution with a solution of
increasing ionic strength led to a 2500-
fold enrichment. Size exclusion chroma-
tography and cation exchange afforded a
protein sample that was more than 95%
pure according to the results of Coomas-
sie staining analysis. Various functional
assays, such as stabilisation of cytosolic �-
catenin as a measure of Wnt-dependent
signal transduction, showed that the
protein remained functionally active
during purification. The morphological
changes caused by Wnt3a in a cell line
derived from mouse mammary gland cells
were similar to those induced by wnt
gene transfection. The fact that detergent
was required during purification, as well
as other observations, pointed to a hydro-
phobic character of the protein, although
no hydrophobic stretches could be de-
duced from the amino acid sequence.
Metabolic labelling with radiolabelled
palmitate indicated the presence of a
fatty acid modification of the protein.
Treatment of the protein with an acylpro-
tein thioesterase removed its hydropho-
bic property, as indicated by phase sep-
aration experiments, and blocked the
ability of the protein to stabilise �-catenin.
Mass spectrometric analysis of Wnt-3a,
and also of Drosophila Wnt8 expressed
and purified in the same way, led to the


discovery that the N-terminal cysteine
residue is the modified amino acid. Muta-
tion of this cysteine residue to alanine led
to a loss of activity in a �-catenin stabi-
lisation assay, but this loss was not entirely
complete in a transfection assay. Earlier
experiments with chimeric proteins also
indicated the functional importance of
this part of the molecule.[10] Inside the cell,
the majority of Wnt proteins is associated
with secretory vesicles. Since secreted
Wnt proteins associate mainly with the
cell surface, only small amounts of the
soluble proteins exist in the medium of
cultured cells. Therefore, the expression
and purification protocol constitutes a
major advance in this area of research,
and the demonstration of lipid attach-
ment to a Wnt protein explains the tight
association of these proteins with mem-
branes.


Background: Haematopoietic
Stem Cells


Every second the human body has to
produce several million blood cells to
survive. Erythrocytes, granulocytes and
lymphocytes have only a limited life span
and have to be continuously generated
from the pluripotent haematopoietic
stem cells (HSCs) of the bone marrow.
Division of one of these cells leads to a
daughter stem cell with the capability of
self-renewal, and to a progenitor cell that
differentiates into one of the different
types of blood cells. The identity of the
factors required for stem cell self-renewal
is not clear[11] and researchers have had
limited success in preventing differentia-
tion of HSCs in long-term cultures.[12]


Wnt3a and HSC Renewal


The purified Wnt3a protein was able to
induce proliferation of HSCs. The opposite
outcome, differentiation instead of prolif-
eration, was observed when medium was
taken from cultures of Wnt3a-expressing
cells and added to cultured HSCs, a result
clearly due to the presence of factors with
differentiation-inducing properties. After
transplantation of Wnt3a-treated HSCs
into mice followed by lethal irradiation,
it was found that all the mice contained
donor-derived cells, which indicates that


self-renewal of HSCs induced by Wnt-3a
also occurs in vivo.
The role of the Wnt pathway in the


renewal of HSCs has been described in an
additional communication[13] . Expression
of constitutively active �-catenin main-
tained long-term cultures of He cells in an
immature state and allowed cell growth
for up to four weeks, while control cells
were not able to survive 48 h. The cells
maintained the features of HSCs, were
functional according to the results trans-
plantation analysis and responded to Wnt
signalling. Wnt signalling resulted in the
up-regulation of HoxB4 and Notch 1,
which have been implicated in stem cell
renewal before. This work provides fur-
ther evidence for the requirement of Wnt
signalling for the renewal of haemato-
poietic[12, 14] and other stem cells.[11]


Palmitoylation of Extracellular
Proteins


Many intracellular proteins are posttrans-
lationally modified by covalent lipid at-
tachment, which includes the ubiquitous
palmitoylation of cysteine residues.[15, 16]


Palmitoylation of extracytoplasmic pro-
teins, however, is highly unusual, presum-
ably as a result of the redox potential
outside the cytosol favouring cystine
bridges instead of free cysteine residues.
The morphogens of the Hedgehog (hh)
family are remarkable exceptions to this
rule; they are palmitoylated[17] and trigger
a communication pathway that has sim-
ilarities with the Wnt cascade. hh proteins
are secreted tissue patterning factors that
control a variety of processes during
development, such as left-right asymme-
try. Three mammalian hh genes are
known as sonic, indian and desert hedge-
hog. Like Wnt proteins, hh proteins are
implicated in stem cell renewal, and
aberrant Hedgehog signalling is associat-
ed with cancer.[18] Both in the Wnt and in
the hh pathway, the extracellular signal
prevents the phosphorylation-dependent
proteolysis of an intracellular key effector,
with the consequence that the silencing
of target genes is abolished by the signal.
Binding of hh proteins to the transmem-
brane protein Patched stops it from
blocking another transmembrane protein
(Smoothened) with homology to Frizzled,
and leads to the transduction of the signal
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inside the cell. In the absence of the hh
signal, the Drosophila intracellular zinc
finger protein Cubitus interruptus, a ho-
mologue of the Gli protein found in
mammals, is phosphorylated by protein
kinase A and proteolytically processed to
form a transcriptional suppressor. In the
absence of phosphorylation, the un-
cleaved protein acts as an activator of
hh target gene transcription.[19]


In addition to this similarity between
the Wnt and hh pathways, both types of
protein are lipid modified. The Sonic
Hedgehog protein is modified by two
lipid residues that are important for
signalling in neurons and the develop-
ment of the brain.[20, 21] Mature Hedgehog
proteins have a molecular weight of
about 20 kDa, bear a cholesterol residue
connected by an ester linkage to their
C-terminal carboxy group and are palmi-
toylated on an N-terminal cysteine resi-
due. There is evidence that the cholesterol
modification restricts the spatial distribu-
tion of the Hedgehog signal by interact-
ing with membranes. While truncated
forms of this protein without cholesterol
are still active in vitro and in vivo,
palmitoylation or the presence of another
hydrophobic element in the N-terminal
part of the protein appears to be essential
for activity, at least in some tissues.


Enzymology


Something is already known about pro-
teins that have the correct topology to
introduce and to remove palmitic resi-
dues from extracytoplasmic proteins. The
acyltransferase Skinny Hedgehog, which
transfers palmitic acid to Sonic hh in the
lumen of exocytotic vesicles, has been
described.[22] A similar factor for Wnt
modification has not been unequivocally
characterised, but early observations
pointed to one of the Drosophila segment
polarity gene products, Porcupine. This
protein is required for the generation of
active Wnt signals and is homologous to
membrane-bound acyltransferases like
Skinny Hedgehog.[23]


Are proteins required for removal of
extracellular thioester-bound fatty acids?
In contrast to the myristoylation of N-ter-
minal glycine residues or the prenylation


of cysteine side chains near the C termi-
nus of a protein, the covalent attachment
of palmitic acid through a thioester link-
age is a labile and reversible modification.
Nevertheless, the phenotype of patients
with inherited defects in the lysosomal
cleavage of protein-bound thioesters in-
dicates that this cleavage reaction re-
quires enzyme catalysis in vivo. Deficiency
of lysosomal palmitoyl-protein thioester-
ase I leads to a severe human disease with
infantile onset: Type I of the Neuronal
Ceroid Lipofuscinoses.[24] It is not clear
whether Sonic Hedgehog is really cleaved
by the enzyme that is deficient in this
disease and there are hints that the
thioester linkage can rearrange to an
amide-linked palmitoyl residue.[17] How-
ever, the topology and substrate specific-
ity of this enzyme point to such a role and
palmitoylated proteins located in the
cytoplasm are cleaved by cytoplasmic
acylprotein thioesterase I.[15]


Outlook


The recent discovery of this posttransla-
tional modification will lead to further
investigation of its function. By travelling
long distances, morphogens form con-
centration gradients and, in this way,
allow tissue patterning.[4] Remarkably,
Wnt and Hedgehog proteins are known
to associate tightly with membranes and
can be transported through cells as
passengers of transport vesicles, also
called Argosomes.[25] It is to be expected
that the reversible addition of a hydro-
phobic building block to morphogens of
the Wnt and Hedgehog family is closely
related to their function.
The details of the role of Wnt proteins


in the maintenance of stem cells of
various origin remain an exciting topic. A
potential application of purified and ac-
tive Wnt proteins is the expansion of
donor HSCs for transplantation purposes,
although our understanding of the mo-
lecular details of the action of these
proteins in tissues such as the skin[26] is
still in its infancy.


Keywords: lipids ¥ palmitoylation ¥ post-
translational modification ¥ proteins ¥
stem cells
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Chemoenzymatic Synthesis of Branched
Oligo- and Polysaccharides as Potential
Substrates for Starch Active Enzymes
Lionel Greffe,[a] Morten T. Jensen,[b] Claude Bosso,[a] Birte Svensson,[b]


and Hugues Driguez*[a]


Oligo- and polysaccharides embodying the �-maltotriosyl-6II-
maltotetraosyl structure were readily synthesized by transglycosyl-
ation of maltosyl fluoride onto panose and pullulan catalysed by
the bacterial transglycosylase cyclodextrin glycosyltransferase


(CGTase). The two products obtained proved useful for increasing
the knowledge of substrate binding and processing at the active
site of barley limit dextrinase that is involved in the metabolism of
amylopectin by acting upon its branch points.


Introduction


Increased understanding of starch metabolism is of primary
importance, since the two constituents, amylose and amylopec-
tin, are the most widely used polysaccharides in food and
nonfood industries.[1] As a consequence of the structural
complexity of amylopectin, the difficulties associated with the
isolation of pure oligomers from natural sources and the
complexity of the chemical syntheses of branched oligosaccha-
rides representing the branch point of amylopectin,[2±4] most
steps in the biosynthesis of amylopectin have been elucidated
by using a genetic approach involving specific gene deletions.[5]


However, insight into the mechanisms by which enzymes
specifically act on and recognize amylopectin is lagging behind
and this motivated the recent development of a new chemo-
enzymatic procedure for the preparation of substrate analogue
inhibitors of �-1,6-degrading enzymes.[6] Here, we report the use
of the same methodology to obtain new oligosaccharides
embodying the natural �-maltotriosyl-6II-maltotetraosyl struc-
ture as substrate for enzymes involved in the degradation,
biosynthesis and conversion of amylopectin.[1]


Results and Discussion


Chemical synthesis of substrates 4 and 8


Cyclodextrin glycosyltransferase (CGTase; EC 2.4.1.19, GH fam-
ily 13) has previously been employed in the preparation of
branched gluco-oligosaccharides by coupling cyclohexaamylose
and panose (1).[7, 8] The reported results, however, were unclear
because mixtures of branched oligosaccharides terminated by
panose were obtained and no experimental conditions were
given. In contrast, Vetter et al. found that under kinetic control,
the elongation reaction occurred only at the 4II-OH of panose.[8]


Summers and French described a different strategy for the
synthesis of this type of branched oligosaccharide by using
pullulan and dextran as acceptors.[9] In the present work, the


substrate specificity of the active site of CGTase was reinvesti-
gated by using 4II-O-tetrahydropyranyl-maltosyl fluoride (2) as
donor, a methodology we developed previously.[6] The 4II-OH site
of this derivative was temporarily blocked by a tetrahydropyr-
anyl (THP) group to prevent self-condensation of the donor and
multiple elongation of the reaction product. Enzymatic con-
densation onto panose (1) gave, after a series of protection/
deprotection steps, the acetylated �-maltotriosyl-6II-maltotetra-
ose (3) in 80% overall yield (Scheme 1). The free heptasaccharide
4 was subsequently obtained in 96% yield by catalytic trans-
esterification. These compounds were characterized by HRMS
and partial assignment of their NMR spectra and compared with
literature data for analogues in this series.[2, 10] The ultimate proof
of the presence of the branch point, however, was achieved by
MS/MS analysis of the reduced derivative 5. By following the
systematic nomenclature proposed by Domon and Costello to
design fragments of branched oligosaccharides,[11] the negative
electrospray MS spectrum of 5 had two highly abundant
secondary fragments: 0,4A3� at m/z� 545 and 2,4A3� at m/z�
383. The MS/MS experiment showed that the two ions were
independent, which confirmed the structure of 5 and conse-
quently that of 4.
From this experiment, we concluded that the 4II-OH and 4III-


OH sites of 1 were glycosylated with the same efficiency, which
provided new information on the topology of the active site and
the broad acceptor ± sugar specificity of the CGTase. In fact, from
examination of the X-ray structure of CGTase complexed with
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various substrate analogues, it was quite unexpected
that both 4-OH groups in the two glucosyl residues
that constitute the nonreducing-end isomaltose unit
of panose could be activated by the same general
acid/base residue.[12±14] Thus, the acceptor subsites
�1 and perhaps �2 of the active site can accom-
modate the isomaltosyl structure. We then exploited
this broad specificity for the de novo preparation of a
new polysaccharide from pullulan (6). Pullulan is a
soluble linear polymer formed by maltotriosyl re-
peating units linked through �-(1,6) bonds and
isolated from bacterial sources.[15] CGTase-catalysed
transglycosylation of 6 with 1.5 equivalents of the
fluoride donor 2 gave a new polymer 7, as shown by
1H NMR spectroscopy. Mild acid hydrolysis of 7 led to
the removal of O-THP groups to give 8 (Scheme 2).
Analysis of characteristic protons in the spectra of
compounds 6 ±8 revealed that 30 ± 40% of the 4III-
OH groups of the maltotriosyl residues of 6 were
substituted by maltosyl units. This substitution level
was confirmed by methylation, acid hydrolysis,
NaBH4 reduction, acetylation and gas chromatogra-
phy analysis of 8.[16] The results showed the presence
of the 1,5,6-tri-O-acetyl-2,3,4-tri-O-methyl-glucitol
and of 1,5-di-O-acetyl-2,3,4,6-tetra-O-methyl-glucitol
which correspond to the unmodified and modified
repeating units of the polysaccharide 8, respectively.
The molecular ratio of these two partially methylated
hexitols permitted the estimation of the substitution
to be 36%.


Specificity of the limit dextrinase from barley


Compounds 4 and 8 were tested as potential
substrates for the barley limit dextrinase
(EC 3.2.1.142, GH family 13). As expected from earlier
results,[6] these two compounds were not recognized
and hydrolyzed with the same efficiency by the
enzyme. Relative to pullulan (6), the polymer 8 was
hydrolyzed at a higher rate, but with somewhat reduced affinity
(Table 1). The heptasaccharide 4, however, was hydrolyzed with
the highest kcat value and a smaller Km value than polymer 8.
Three situations can be considered for the attack on the
modified pullulan 8 : the enzyme may have comparable affinity
for the linear �-1,6-regions naturally present in pullulan (6) and
the truly branched regions of polymer 8, which are produced by
the glycosylation of the free 4III-OH present in the maltotriosyl
repeating unit of the linear polymer; it may also be that the
enzyme prefers either the former or the latter �-1,6-linkage,
which is introduced chemoenzymatically. The lower Km value for
pullulan (6) relative to 8 suggests that the affinity is higher for
the linear regions (Table 1). By considering the degree of
substitution of 36% estimated for 8, this means that on a molar
basis the same amount of polymer by weight will contain 24%
fewer �-1,6-linkages than 6. This small difference, however, does
not change the important conclusion that the affinity is
decreased for the branched polymer 8. The simple branched


maltoheptaose 4 had the highest kcat value and also reasonable
affinity, which was lower than for pullulan but higher than for
compound 8 (Table 1), indicating that the accommodation of the
branched pullulan derivative may be slightly impeded compared
to the simple branched maltoheptaose (Table 1). Transition state
stabilization or the catalytic efficiency which is indicated by the
kcat/Km value was superior for the branched maltoheptaose. The
data thus suggest that barley limit dextrinase has a preference
for truly branched oligosaccharides over both the natural linear
and the transglycosylated branched derivative of pullulan and
this specificity differs from bacterial pullulanases and isoamy-
lases.[7]


Experimental Section


General procedures : Roman numerals in ascending order are given
to the residues from the reducing end to the terminal unit of the


Scheme 1. Syntheses of the target molecules 4 and 5. Experimental conditions : a) CGTase,
phosphate buffer, 40 �C, 2 h; b) Ac2O, pyridine, 70 �C, 12 h; c) TFA, CH2Cl2 , 30 min, RT; d) Ac2O,
pyridine, overnight, RT; e) MeONa, MeOH, overnight, RT; f) NaBH4, water.
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branch. NMR spectra were recorded at 303 K on a Bruker AC 300,
Bruker Avance 400 or Varian Unity 500. Proton chemical shifts (�) are
reported in ppm downfield from TMS. Coupling constants (J) are in
hertz (Hz) and multiplicities are reported as singlet (s), doublet (d),
doublet of doublet (dd), triplet (t) or multiplet (m). Carbon chemical
shifts (�) are reported in ppm and are internally referenced to the
solvent.


High-resolution mass spectra (HRMS) were recorded on VG ZAB and
low-resolution mass spectra (MS) were recorded on a Nermag
R-1010C spectrometer. MS/MS experiments were carried out in


negative mode by using a Micromass Qual-
troII spectrometer. Progress of synthesis was
monitored by analytical thin-layer chroma-
tography using silica gel 60 F254 precoated
plates (E. Merck, Darmstadt). The enzyme
CGTase from Bacillus sp. was a gift from
Wacker Industrie SA. (Lyon, France)


All reactions in organic media were carried
out with freshly distilled solvents. After work-
up, organic phases were dried over anhy-
drous Na2SO4.


GC conditions were as follows: Hewlett ±
Packard 5890 gas chromatographer with
FID; capillary column SP-2380 (Supelco)
30 m� 0.53-mm I.D.; column temperature
program, a 2.5 �Cmin�1 gradient from 165
to 225 �C and two isocratic periods of 3 min
at 165 and 225 �C; injector temperature
260 �C; detector temperature 280 �C. Nitro-
gen was used as the vector gas with a flow
rate of 4 mLmin�1. The ratio between the
different modified hexitols was obtained by
signal integration using an integrator
HP 3395.


GC/MS conditions were as follows: a gas
chromatographer Delsi Di 700 was coupled
with the mass spectrometer Nermag R10.10C
(France); system quadrupole with electronic
impact ionisation; ionisation voltage 70 eV.
The chromatographic conditions were the
same as previously described.


Enzyme assays : Barley limit dextrinase was
purified from green malt as described else-
where.[17] Compound 4 was hydrolysed in
sodium acetate (10 mM, pH 5.0) at 40 �C and
limit dextrinase (2 nM). The reaction was
stopped by the addition of NaOH and the
mixture was neutralised by HCl prior to
injection onto a PA100 column (HPAEC). A
linear gradient over 20 min from buffer A
(100 mM NaOH, 50 mM sodium acetate) to B
(100 mM NaOH, 250 mM sodium acetate) was
used. The activity was calculated from the


PAD detector output using both of the products maltotriose and
maltotetraose as standards. Compound 8 and pullulan were hydro-
lysed in 50 mM sodium acetate (pH 5.0) at 40 �C. Twelve substrate
concentrations in the range of 0.11 ±4 mM (for compound 4) and
0.06 ± 10 mgmL�1 (for compounds 8 and 6) were used. The enzyme
concentration was 1.0 nM in all experiments on polymeric substrate.
The activity was calculated from the release of reducing sugar
measured by the copper-bicinconinate method[18] using maltose as
standard. The kinetic constants, kcat and Km, were calculated from the
initial rates of hydrolysis.


Compound 3 : CGTase (207 �L) was added to a solution of fluoride
donor 2 (171 mg, 0.4 mmol) and commercially available panose (1;
80 mg, 0.158 mmol) in sodium phosphate buffer (8 mL, 0.1M, pH 7.0).
The reaction mixture was gently shaken in an oven at 40 �C for 2 h.
The mixture was then boiled for 5 min and filtered through a cotton
plug, freeze-dried and acetylated (acetic anhydride/pyridine, 1:1 v/v,
25 mL) in the presence of a trace of dimethylaminopyridine. After
12 h at 70 �C, the reaction mixture was cooled to 0 �C, quenched by
adding MeOH (10 mL) and concentrated in vacuo. The residue was


Scheme 2. Synthesis of the target molecule 8. Experimental conditions: a) CGTase, phosphate buffer, 40 �C,
2 h; b) HCl, 2 h, RT.


Table 1. Kinetics for barley limit dextrinase.


Substrate kcat [s�1] Km [mgmL�1] kcat/Km [mLmg�1 s�1]


Pullulan (6) 60.0 0.44 140
8 165 2.2 75
4 215 0.81 (0.78 mM) 280 (273 s�1mM�1)
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dissolved in CH2Cl2 and washed with water and saturated aqueous
NaHCO3. The organic layers were concentrated and coevaporated
with toluene. The residue was dissolved in CH2Cl2 (10 mL) and
trifluoroacetic acid was added (10 mL). After 30 min at room
temperature, the reaction mixture was evaporated and acetylated
(acetic anhydride/pyridine, 1:1.5 v/v, 3.5 mL). After 14 h at room
temperature, the reaction mixture was cooled to 0 �C, quenched by
adding MeOH (1 mL) and concentrated in vacuo. The residue was
purified by flash chromatography (CH2Cl2/MeOH, 100:1 v/v) to
generate compound 3 (230 mg, 80%). HRMS (ES�): m/z calcd. for
C88H118O59 [M�Na]�: 2141.6131; found: 2141.6145; 1H NMR (400 MHz,
CDCl3): ��6.23 (d, 0.5H, J1,2�3.7 Hz; H-1I�), 5.74 (d, 0.5H, J1,2�
8.0 Hz; H-1I�), 5.54 ± 5.16 (m; 13H, H-1II,III,IV,V,VI,VII, H-3I,II,III,IV,V,VI,VII), 5.04
(apparent t, 2 H, J�9.8 Hz; H-4IV,VII), 4.96 (apparent t, 0.5 H, J3,4�
9.5 Hz; H-2I�), 4.84 ± 4.60 (m; 6.5 H, H-2II,III,IV,V,VI,VII), 4.59 ± 3.76 (m; 26H,
H-4I,II,III,V,VI, H-5I,II,III,IV,V,VI,VII, H-6aI,II,III,IV,V,VI,VII, H-6bI,II,III,IV,V,VI,VII), 2.20 ± 1.96 (m,
69H, OCOCH3) ppm; 13C NMR (100 MHz, CDCl3): ��170.37 ± 169.56
(OCOCH3), 96.15, 95.61 (C-1II,III,IV,V,VI,VII), 91.33 (C-1I�), 88.76 (C-1I�), 75.31,
75.07, 73.98, 73.64, 73.38, 73.20, 72.80, 72.58, 72.49, 72.28, 71.96,
71.64, 71.43, 71.20, 70.89, 70.77, 70.51, 70.33, 70.18, 69.97, 69.67, 69.49,
69.36, 68.95, 68.42, 68.15, 67.99, 65.95 (C-2I,II,III,IV,V,VI,VII, C-3I,II,III,IV,V,VI,VII,
C-4I,II,III,IV,V,VI,VII, C5I,II,III,IV,V,VI,VII), 65.95, 65.51 (C-6II�,II�), 62.69, 62.27, 62.17,
61.39 (C-6I,III,IV,V,VI,VII), 20.79 ± 20.51 (OCOCH3) ppm.


Compound 4 : Sodium methoxide in methanol (1M, 500 �L) was
added to a solution of 3 (100 mg, 0.546 mmol) in methanol (30 mL).
The mixture was stirred overnight, neutralized with Amberlite IRN
120(H�) resin, concentrated, then diluted with water and freeze-dried
to give compound 4 (61 mg, 96%). HRMS (ES�): m/z calcd. for
C88H118O59 [M�Na]�: 1175.3701; found: 1175.3701 and m/z calcd. for
[M�K]�: 1191.3440; found: 1191,3441; 1H NMR (400 MHz, D2O): ��
5.02 ± 5.07 (m, 5H; H-1II,III,IV,VI,VII), 5.07 (d, 0.5 H, J1,2� 3.6 Hz; H-1I�), 4.81
(d, 1 H, J1,2�3.6 Hz; H-1V), 4.49 (d, 0.5 H, 1 H, J1,2� 8.0 Hz; H-1I�), 3.9 ±
3.4 (m; 39.5 H, H-2I�,II,III,IV,V,VI,VII, H-3I,II,III,IV,V,VI,VII, H-4I,II,III,V,VI, H-5I,II,III,IV,V,VI,VII,
H-6aI,II,III,IV,V,VI,VII, H-6bI,II,III,IV,V,VI,VII), 3.25 (apparent t, 2H, 0.5 H, J� 9.6 Hz;
H-4IV,VII), 3.11 (apparent t, 0.5 H, J2,3� 9.6 Hz; H-2I�) ppm; 13C NMR
(100 MHz, CDCl3): ��100.37 ± 100.14 (C-1II,III,IV,VI,VII), 98.93 (C-1V), 96.14
(C-1I�), 92.24 (C-1I�), 79.16, 78.39, 78.20, 78.01, 77.90, 77.31, 77.19,
76.43, 75.01, 74.30, 73.70, 73.48, 73.48, 73.32, 73.23, 73.07, 72.10,
72.01, 71.67, 71.59, 70.71, 70.55, 70.43, 69.69 (C-2I,II,III,IV,V,VI,VII,
C-3I,II,III,IV,V,VI,VII, C-4I,II,III,IV,V,VI,VII, C-5I,II,III,IV,V,VI,VII), 67.86, 67.70 (C-6II�,II�), 61.21 ±
60.86 (C-6I,III,IV,V,VI,VII) ppm.


Compound 5 : Compound 4 (5 mg, 0.43 �mol) was dissolved in water
(1 mL) and this solution was made slightly alkaline by adding
ammonia solution (4%, 1 drop). Sodium borohydride was then
added (1 mg, 0.26 mmol) and the mixture was stirred for 12 h at
room temperature. The reaction mixture was then acidified with
acetic acid solution (50%). The mixture was evaporated and then
coevaporated with methanol. The residue was dissolved in water,
desalted on MB3 Amberlite resin and freeze-dried to give alditol 5 in
quantitative yield.


Modified pullulan (7): CGTase (150 �L) was added to a solution of
fluoride donor 2 (63.4 mg, 0.15 mmol) and commercially available
pullulan (6, 50 mg) in sodium phosphate buffer (5 mL, 0.1M, pH 7.0).
The reaction mixture was gently shaken at room temperature for 2 h,
after which TLC (CH3CN/H2O, 4:1 v/v) indicated complete conversion
of the fluoride 2. The mixture was boiled for 5 min and then filtered
through a cotton plug. The filtrate was precipitated by addition of
ethanol (200 mL). After centrifugation, the polysaccharide 7 was
dried overnight under reduced pressure (65 mg). 1H NMR (300 MHz,
D2O): ��5.26 ± 5.24 (m, 2.6H; H-1 of the glucosidic bond �-1,4), 4.83
(m, 1H; H-1 of the glucosidic bond �-1,6), 3.9 ± 3.4 (m, H-2, H-3, H-4,
H-5, H-6a, H-6b), 1.71 ± 1.42 (m, 1.7H; CH2 of the THP group) ppm.


Modified pullulan (8): The modified polysaccharide 7 (21 mg) was
dissolved in HCl solution (10�2M, 2 mL), stirred for 2 h at room
temperature and then neutralized with ammonia. The mixture was
precipitated in ethanol and dried overnight under reduced pressure
to give the compound 8 (16 mg). 1H NMR (300 MHz, D2O): �� 5.26 ±
5.24 (m, 2.7H; H-1 of the glucosidic bond �-1,4), 4.83 (m, 1H; H-1 of
the glucosidic bond �-1,6), 3.9 ± 3.4 (m, H-2, H-3, H-4, H-5, H-6a,
H-6b) ppm.


The structural analysis of 8 was performed by standard methylation
analysis of polysaccharides.[16] Sodium hydride (2.5 g, 1 mmol) was
dissolved in dry DMSO (25 mL). The mixture was warmed to 60 �C for
2 h and then cooled to room temperature. The resultant dimsyl anion
can be stored for several months at �18 �C. The polymer 8 was
dissolved in dry DMSO (800 �L) and dimsyl anion (500 �L) was added.
The mixture was stirred overnight at room temperature under
nitrogen and then methyl iodide was added (3�170 �L). After 1 h at
room temperature, the mixture was dialyzed against water and
freeze-dried. This procedure was repeated twice. The solid was
dissolved in formic acid and heated at 100 �C for 1 h. The mixture was
evaporated and trifluoroacetic acid (2M, 500 �L) was added. The
mixture was stirred 3 h at 100 �C, evaporated, coevaporated with
water until neutrality and then freeze-dried. The residue was
dissolved in water and this solution was made slightly alkaline by
adding ammonia solution (4%, 1 drop). Sodium borohydride (1 mg)
was added and the mixture was stirred for 12 h at room temperature
and then acidified with acetic acid solution (50%). The mixture was
evaporated and then coevaporated with water and finally with a
hydrogen chloride solution in methanol (1%, 3� ). The residue was
acetylated (acetic anhydride/pyridine, 1:1 v/v, 1 mL). After 1 h at
100 �C, the reaction was quenched by adding water (1 mL) at 0 �C,
evaporated, coevaporated with water and finally with methanol. The
mixture of alditols was analysed by gas chromatography and
characterized by GC-MS.
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Intracellular Delivery of Bioactive Peptides
to RBL-2H3 Cells Induces �-Hexosaminidase
Secretion and Phospholipase D Activation
John Howl,* Sarah Jones, and Michelle Farquhar[a]


This investigation compared the secretory efficacies of a series of
peptides delivered to the cytoplasm of RBL-2H3 mast cells. Mimetic
peptides, designed to target intracellular proteins that regulate cell
signalling and membrane fusion, were synthesised as transpor-
tan 10 (TP10) chimeras for efficient plasma membrane trans-
location. Exocytosis of �-hexosaminidase, a secretory lysosomal
marker, indicated that peptides presenting sequences derived from
protein kinase C (PKC; C1 H-CRRLSVEIWDWDL-NH2) and the CB1
cannabinoid receptor (C3 H-RSKDLRHAFRSMFPSCE-NH2) induced
�-hexosaminidase secretion. Other peptide cargoes, including a
Rab3A-derived sequence and a homologue of C3, were inactive in
similar assays. Translocated C1 also activated phospholipase D


(PLD), an enzyme intimately involved in the regulated secretory
response of RBL-2H3 cells, but C1-induced secretion was not
dependent upon phosphatidate synthesis. Neither down-regulation
of Ca2�-sensitive isoforms of PKC nor the application of a selective
PKC inhibitor attenuated the secretory efficacy of C1. These
observations indicate that the molecular target of C1 is a protein
involved in the regulated secretory pathway that is upstream of
PLD but is not a PKC isoform. This study also confirmed that TP10 is
a relatively inert cell-penetrating vector and is, therefore, widely
suitable for studies in cells that are sensitive to peptidyl
secretagogues.


Introduction


Cellular secretion is a consequence of discrete interactions
between proteins that modulate intracellular signalling and
membrane trafficking. The molecular interfaces and regulatory
domains of intracellular proteins are, therefore, attractive targets
for mimetic peptides that selectively modulate their function(s).
A powerful approach to study and specifically modulate discrete
protein ±protein interactions within intact viable cells is the
employment of cell-penetrating vectors to deliver cargoes to the
intracellular compartments. For this purpose, a variety of cell-
penetrating peptides (CPPs) have been employed as vectors for
the delivery of both peptide and peptide nucleic acid probes to
eukaryotic cells (reviewed in ref. [1]).


The RBL-2H3 cell line[2] is a widely studied model of secretory
mucosal type mast cells. Numerous basic amphiphilic peptides
are reported to promote secretion from mast cells (reviewed in
ref. [3]). However, our recent comparative studies of a diverse
range of putative peptidyl secretagogues indicate that basic
residues per se are not sufficient to promote secretion from RBL-
2H3 cells.[4] The same studies[4] identified a range of rationally
designed peptides, structural analogues of the tetradecapeptide
mastoparan (MP), that differentially stimulate the secretion of
either 5-HT or �-hexosaminidase, a secretory lysosomal marker,
from RBL-2H3 cells. Thus, the RBL-2H3 line was used in these
studies to determine the utility of translocated mimetic peptides
as molecular probes of secretion.


Transportan (galanin(1 ± 12)-Lys-MP[5] ), a chimeric amino-ter-
minal extended analogue of MP, is a synthetic CPP with efficient
cell-penetrating properties.[5] Moreover, the deletion analogue
transportan 10 (TP10; galanin(7 ± 12)-Lys-MP[6] ) retains efficient


translocating properties but lacks the inhibitory action on
GTPases that is characteristic of most other transportan (TP)
analogues. Thus, in addition to analysing the secretory efficacies
of a range of different peptide cargoes, this study was also
designed to further address the utility of TP10 as a vector for
applications in cells that are usually responsive to peptidyl
secretagogues such as MP. Rationally designed cargoes utilised
in this study included sequences designed to target and activate
protein kinase C and G�i/o , proteins widely reported to modulate
regulated secretory pathways.[7, 8] This study also compared the
secretory efficacy of a Rab3A effector domain peptide previously
reported to stimulate insulin secretion from permeabilised HIT-
T15 cells.[9a]


Results


Design and synthesis of cell-penetrant peptides


The synthetic strategy illustrated in Scheme 1 proved reliable
for the synthesis of TP10 chimeras bearing four different
peptide cargoes (C1 ±C4) designed to target proteins with the
potential to modulate �-hexosaminidase secretion. C1 (H-
CRRLSVEIWDWDL-NH2) is a sequence from the middle of the


[a] Dr. J. Howl, S. Jones, Dr. M. Farquhar
Molecular Pharmacology Group, School of Applied Sciences
University of Wolverhampton
Wulfruna Street, Wolverhampton, WV1 1SB (UK)
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C2 region of the regulatory domain of human protein ki-
nase C �1 (PKC238±249). For these studies we extended the original
sequence of pseudo-RACK1 (SVEIWD; RACK� receptor for
activated C kinase) to include an additional �-PKC-derived
sequence including one further WD motif and an amino-terminal
Cys for attachment to [Lys7N�Cys(Npys) ]TP10.[12]


Cargo C2 mimics residues 47 ± 61 of the effector domain of the
human Rab3a GTPase. The peptide used in this study included
sequences flanking FVSTVGIDF, a Rab3A-derived peptide that
can promote exocytosis from a range of permeabilised cells
including rat peritoneal mast cells.[9a, 13, 14]


C3 is a predicted juxtamembrane C-terminal sequence,
residues 401 ± 407, of the rat CB1 cannabinoid receptor. C4 is a
homologue of C3 with a cysteinyl amino-terminal extension and
a Ser/Cys substitution at position 416. C4 was included in these


studies as this peptide autonomously
activates both Go and Gi.[15a]


We confirmed that TP10 chimeras
effectively penetrated RBL-2H3 cells
by measuring the intracellular fluo-
rescence of carboxyfluorescein diace-
tate-conjugated peptide cargoes.[15b]


Using this system, we estimated an
effective speed of uptake (t0.5) of
6 min at 37 �C, a value comparable
with that of 8.4 min in the Bowes
melanoma cell line.[6] Intracellular fluo-
rescence was essentially maximal by
60 min.


Peptide-induced secretion of
�-hexosaminidase


A range of structural analogues of MP
induce �-hexosaminidase secretion
from RBL-2H3 cells.[4] Thus, one of
the aims of this investigation was to
determine whether TP10, a chimeric
MP-containing construct, was suit-
ably inert for studies with RBL-2H3
cells. As illustrated in Figure 1, [Lys7-
N�Cys]TP10 was a very weak secreta-
gogue active only at a concentration
(�3 �M) above those required for
efficient cellular translocation. When
tested alone, none of the peptide
cargoes (C1 ±C4) was a �-hexosamin-
idase secretagogue (Figure 1). Of the
cargoes analysed in this study, trans-
located C2 and C4 were completely
without effect, whilst intracellular
delivery of C1 and C3 promoted a
concentration-dependent increase in
�-hexosaminidase secretion (Fig-
ure 1). On the basis of these experi-
ments, cargo C1 was selected for the
additional studies detailed below.


Mechanism(s) of C1-induced �-hexosaminidase secretion


The �-hexosaminidase secretory efficacies of peptidyl secreta-
gogues are positively correlated to the activation of phospho-
lipase D in RBL-2H3 cells.[4] Thus, we predicted that the cellular
delivery of C1 would also stimulate PLD activity. As indicated in
Figure 2, the TP10-C1 chimera activated PLD over the same
range of concentrations as those required to promote �-
hexosaminidase secretion. Significantly, neither [Lys7N�Cys]TP10
nor C1 alone had any effect upon PLD activity. Primary alcohols
such as butan-1-ol inhibit the synthesis of phosphatidate (PA) by
the action of PLD.[4, 11] Thus we used butan-1-ol (1%, v/v) and the
noninhibitory control butan-2-ol, to determine the contribution
of PA synthesis to C1-induced secretion. As reported in Table 1,


Scheme 1. Synthetic route to chimeric CPPs. TP10 (A) and peptide cargoes (C1 ±C4; see below) were manually
synthesised (0.1 or 0.2 mmol scale) on Rink amide methylbenzhydrylamine resin by employing an Fmoc protection
strategy with HBTU/HOBt activation (Fmoc� 9-fluorenylmethoxycarbonyl, HBTU� 2-(1-H-benzotriazole-1-yl)-
1,1,3,3-tetramethyluronium hexafluorophosphate, HOBt�N-hydroxybenzotriazole). Selective removal of the
4-methyltrityl group of Lys7 with trifluoroacetic acid (TFA) (3% (v/v) in dichloromethane (DCM; 2� 10 min),
acylation with Boc-Cys(NPys) (2 equiv) and cleavage with TFA/H2O/triisopropylsilane (95:2.5:2.5%) yielded the fully
deprotected [Lys7N�Cys(Npys) ]TP10 (B). Disulfide-bond formation, to generate TP10 chimeras (C), was achieved by
dissolving [Lys7N�Cys(Npys) ]TP10 and individual cargoes (twofold molar ratio) in a minimum volume of DMF/DMSO/
C2H3O2Na (0.1M) pH 5.0 (3:1:1) and mixing overnight.[9b] The sequences of all cargoes and their protein sources are
also indicated. Cysteine residues indicated in bold represent the point of attachment of peptide cargoes to
[Lys7N�Cys(Npys) ]TP10. a) i) 3% TFA/DCM, ii) 2 equiv Boc-Cys(NPys)/HBTU/HOBt/collidine, iii) TFA/H2O/TIS, 95:2.5:2.5%;
b) 2 equiv Cys-cargo in DMF/DMSO/C2H3O2Na (0.1M) pH 5.0 (3:1:1).
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Figure 1. Comparative secretory efficacies of cell-penetrant peptides. This figure
compares the concentration-dependent induction of �-hexosaminidase secretion
by [Lys7N�Cys(Npys) ]TP10 and TP10-peptide chimeras. All data are means� S.E.M.
from at least three independent experiments, each performed in triplicate. In
these experiments Abs405 values ranged from 0.011 (minimum basal) to 0.221
(maximum stimulation). �Sec indicates changes in �-hexosaminidase secretion
and data points are calculated as fold/basal levels. Legend: � TP10-C1, � TP10-
C2, � TP10-C3, � TP10-C4, � [Lys7N�Cys(Npys) ]TP10.


Figure 2. TP10-C1-induced accumulation of Pbut. RBL-2H3 cells were incubated
with peptides for 60 min at 37 �C and Pbut accumulation determined as an index
of PLD activity. �PLD indicates changes in phosphatidylbutanol accumulation,
and data points are calculated as fold/basal levels. Data are means� S.E.M. of
three independent experiments, each performed in triplicate. Legend: � TP10-C1,
� [Lys7N�Cys]TP10; � C1.


neither alcohol attenuated TP10-C1-induced �-hexosaminidase
secretion; this indicates that this exocytotic response was not
dependent upon the de novo synthesis of PA.


Additional studies were designed to determine whether the
secretory action of C1 was dependent on PKC activation. As
indicated in Table 1, neither down-regulation of Ca2�-sensitive
isoforms of PKC with phorbol 12-myristate 13-acetate (100nM)


nor selective inhibition of the catalytic activity of PKC with (2-(8-
(dimethylaminomethyl)-6,7,8,9-tetrahydropyridol[1,2-a]indol-3-
yl)-3-(1-methylindol-3-yl)maleimide) (Ro-32-0432; 1�M) pro-
duced any significant attenuation of the secretory efficacy of C1.


Discussion


The selection of TP10 as a cell-penetrating vector for these
studies was based on several criteria. Extensive characterisation
of transportans[5, 6, 16] has clearly indicated that free cargoes are
liberated from the vector by reduction of the disulfide bond
following cellular penetration. Moreover, TP10 does not influ-
ence the basal GTPase activity of cell membranes; this indicates
that it is relatively inert compared with CPPs of the same generic
class.[6] We considered this latter feature particularly important as
other chimeric MP analogues are potent �-hexosaminidase
secretagogues[4] and we were keen to eliminate any effects
directly attributable to the CPPs in these studies. Our data
confirm that TP10 can effectively penetrate a variety of cell types
by a mechanism that is independent of receptor binding and
internalisation.[6] Furthermore, [Lys7N�Cys]TP10 was a very weak
secretagogue active at concentrations (3 �M) above those
required for the effective delivery of peptide cargoes. Thus, we
conclude that TP10 can be utilised for the intracellular delivery of
bioactive molecules to cells, such as RBL-2H3, that are partic-
ularly responsive to MP and its structural analogues.[4]


The sequence RSKDLRHAFRSMFPSSE, a peptide mimic of a
juxtamembrane segment of the carboxyl terminus of the rat CB1


cannabinoid receptor, autonomously activates Gi/o proteins and
competitively disrupts interaction of the CB1 receptor with G�o


and G�i3 .[15, 17, 18] This peptide contains a Ser substitution for the
natural Cys416, a strategy originally intended to reduce sponta-
neous disulfide-bridge formation.[18] The studies reported herein
compared a Cys0-extended analogue of this peptide (C4, Cys0-
[Ser416]CB1


401±417) and the natural sequence of the same seg-
ment (C3, CB1


401±417 H-RSKDLRHAFRSMFPSCE-NH2). We chose to
study the effects of C3 and C4 since MP, a potent �-hexosam-
inidase secretagogue,[4] is also a known activator of G proteins,
particularly Gi and Go. Moreover, G�i3 has been identified as a
specific target for the secretagogue MP in rat peritoneal mast
cells[7] and selectively regulates a slow component of MP-
induced secretion from melanotrophs.[19] This latter observation
is significant as the relatively slow kinetics of �-hexosaminidase
secretion induced by TP10 chimeras and other peptidyl secre-


Table 1. Normalised indices of TP10-C1-induced �-hexosaminidase secretion.


Treatment % �-Hexosaminidase secretion


TP10-C1 100
TP10-C1�PMA (100nM, 24 h) 101� 15
TP10-C1�Ro-32-0432 (1�M) 99�8
TP10-C1�butan-1-ol (1%, v/v) 109� 13
TP10-C1�butan-2-ol (1%, v/v) 105� 11


Data are means� S.E.M. from at least three experiments, each performed in
triplicate. Ro-32-0432 and alcohol were added to cells 15 min before the
addition of TP10-C1 (3�M) for a further period of 60 min.
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tagogues[4] supports the contention that there are multiple
pathways of regulated secretion with distinct kinetics.[19] Intrigu-
ingly, we consistently observed that translocated C3 promoted
the exocytosis of �-hexosaminidase, whilst C4 was inactive. Thus,
Cys416 may be a significant pharmacophore for the interaction
of C3 with its intracellular molecular target(s) in RBL-2H3 cells. C4
differs from the biologically active sequence previously report-
ed[7, 15, 18] due to the Cys0-extension and an amidated carboxyl
terminus. It is possible that either or both of these modifications
could reduce the predicted interaction of C4 with G proteins that
modulate secretion. Significantly, more recent studies have
indicated that G�i3 is unlikely to be a component of the elusive,
distally acting exocytotic G protein GE in mast cells.[20] Thus, we
conclude that the molecular target(s) of action underlying the
secretory activity of translocated C3 is not G�i3 but must be
another protein involved in the regulated secretory mechanism
leading to �-hexosaminidase exocytosis.


The PKC-derived peptide SVEIWD, conventionally named
pseudo-RACK1,[12] is located in the middle of the C2 regulatory
domain of �-PKC. Homologous sequences are found in other
PKC isoforms and also in four WD40 repeat domains of RACK1, a
scaffolding protein that binds a variety of signalling proteins
including PKC. The pseudo-RACK1 peptide directly binds PKC
and acts as an agonist of PKC in vivo.[12] For the purpose of this
study we synthesised an extended homologue of pseudo-RACK1
(C1, H-CRRLSVEIWDWDL-NH2), a sequence that is conserved in
rodent, human and bovine �-PKC, with an amino-terminal Cys
for attachment to [Lys7N�Cys]TP10. Of all the mimetic peptides
compared in this study, C1 was the most efficient inducer of �-
hexosaminidase secretion. However, our data indicate that the
mechanism of action of C1 is not a consequence of the activation
of PKC. Though long-term treatment of RBL-2H3 cells with PMA
has a profound influence on cell morphology, [21a] the magnitude
of the C1-induced secretory response in cells treated with PMA
for 24 h was identical to that of normal cells. Thus, C1 still
induced secretion even under conditions expected to signifi-
cantly down regulate Ca2�-sensitive isoforms of PKC in RBL-2H3
cells.[8, 21b, 22] Similarly, treatment of cells with the PKC inhibitor
Ro-32-0432 did not effect the magnitude of C1-induced
secretion; this indicates that Ca2�-insensitive isoforms of PKC
are not molecular targets for this peptide either. Thus, we
conclude that the primary intracellular target for C1, leading to
�-hexosaminidase secretion from RBL-2H3 cells, is not a PKC
isoform. Intriguingly, a database search (SIB BLAST network
service) identified a sequence (SPLRVELWDWDM), homologous
to C1, that is located within a C2 domain of a rasGAP-related
protein.[23] Thus, we speculate that C1 might interfere with the
normal function of C2 domains, which is to promote calcium-
dependent phospholipid binding.


Further evidence that the locus of action of C1 is a protein
component of the regulated secretory machinery was provided
by the observation that translocated C1 also activated PLD, an
enzyme intimately involved in the antigen-stimulated secretory
response of RBL-2H3 cells.[24] We have previously demonstrated a
clear correlation between the activity of PLD and the �-
hexosaminidase secretory efficacies of MP analogues,[4] and MP
directly activates PLD2 in RBL-2H3 membranes independently of


PKC.[25] However, �-hexosaminidase secretion is not dependent
upon the de novo synthesis of the putative second messenger
PA, since butan-1-ol did not attenuate the C1-induced exocytotic
response. Thus, the role of PLD in the secretion of �-hexosami-
nidase may be directly related to the enzymatic modification of
lipid membranes rather than a consequence of PA synthesis. It is
possible that C1 directly stimulates PLD or interacts with a
known modulator of PLD activity that could include small
GTPases and ADP-ribosylation factor 6 (ARF6).[26, 27] Our finding
that [Lys7N�Cys]TP10 was without effect on PLD activity further
endorses the utility of this construct as an inert cell penetrant
vector.


Of all the cargoes designed for this study, we predicted that
C2, a sequence corresponding to the effector domain of Rab3A,
a small molecular weight GTPase, would be the most likely to
promote �-hexosaminidase secretion. The Rab3A-derived pep-
tide FVSTVGIDF is able to promote the complete exocytotic
degranulation of rat peritoneal mast cells.[13] Competition with
endogenous Rab3A for binding sites on target effector proteins
is the most likely explanation for the above phenomenon.[13, 28]


Both a cytoplasmic protein doublet[9a] and Rabphilin3A[29] are
possible selective targets for Rab3A peptides that are part of the
regulated exocytotic machinery. Thus, Rab3A effector domain
peptides also promote amylase secretion and activate phos-
pholipase C in permeabilised pancreatic acini[14, 28] and stimulate
insulin secretion from HIT-T15 cells.[9a] However, our studies
clearly indicated that translocated C2, an extended homologue
of FVSTVGIDF, had no secretory activity in RBL-2H3 cells. A
possible molecular explanation for the lack of effect of C2 is
provided by the observation that a different Rab3 isoform,
Rab3D, is specifically localised on the secretory granules of RBL-
2H3 cells. Moreover, Rab3D is proposed to control antigen-
stimulated exocytosis following translocation to the plasma
membrane.[30, 31] Thus, it is possible that Rab3A, and presumably
its molecular targets likely to bind C2, do not play a major role in
the regulatory secretory mechanism of RBL-2H3 cells.


The activity of any translocated peptide cargo depends upon
both its free intracellular concentration and its binding affinity
for an accessible protein target. The bioactivities of C1 and C3
studied herein clearly indicate that the TP10 system delivered an
intracellular concentration of peptide that was sufficient to
promote secretion. We therefore conclude that TP10-mediated
delivery of bioactive peptides is a powerful approach to study
and modulate the activities of intracellular proteins that regulate
cell signalling and exocytosis.


Experimental Section


Materials : N-�-tert-Butyloxycarbonyl-Cys(3-nitro-2-pyridinesulfanyl)-
OH (Boc-Cys(NPys)-OH) (Boc� tert-butoxycarbonyl) was from Bach-
em (UK). All other materials for solid-phase peptide synthesis were
from Novabiochem (UK). Cell culture medium was obtained from
PAA Laboratories (UK). [9,10(n)-3H]Palmitic acid (51.0 Cimmol�1) was
from Amersham Pharmacia Biotech (UK). PMA was from Sigma (UK)
and Ro-32-0432 (2-(8-(dimethylaminomethyl)-6,7,8,9-tetrahydropyri-
dol[1,2-a]indol-3-yl)-3-(1-methylindol-3-yl)maleimide) was from Cal-
biochem (UK).
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Peptide synthesis, purification and analysis : The synthetic route to
TP10-conjugated peptides is illustrated in Scheme 1. Peptide con-
jugates (C) and individual cargoes (C1±C4) were purified to apparent
homogeneity by semipreparative-scale HPLC.[10] The predicted
masses of all peptides used in this study (average [M�H]�) were
confirmed to an accuracy of �1 by matrix-assisted laser desorption
ionisation time of flight MS (Kratos Kompact Probe operated in
positive ion mode).


Analysis of peptide-induced �-hexosaminidase secretion : The
RBL-2H3 cell line was maintained in Dulbecco's modified Eagle
medium (DMEM) containing L-glutamine (0.1 mgml�1) and supple-
mented with foetal bovine serum (10%, w/v), penicillin (100 Uml�1)
and streptomycin (100 �gmL�1) in a humidified atmosphere of 5%
CO2 at 37 �C. Secreted �-hexosaminidase was assayed in samples of
cell medium.[4] To enable maximal delivery of peptide cargoes,
confluent cells in 24-well plates were treated with TP10 chimeras for
a period of 60 min at a maximum concentration of 3 �M. We
confirmed, by using a variety of MP analogues,[32] that this
experimental protocol had no adverse effect on cell viability.
Samples of medium (5 �L) were transferred into 96-well plates and
incubated with �-nitrophenyl N-acetyl-�-D-glucosamide (20 �L, 1 mM


in 0.1 M sodium citrate buffer, pH 4.5) for 1 h at 37 �C. Na2CO3/NaHCO3


buffer (200 �L, 0.1M, pH 10.5) was then added, and �-hexosaminidase
activity was determined by colorimetric analysis at 405 nm.


Phospholipase D assays : The activities of PLD in RBL-2H3 cells,
labelled with [3H]palmitic acid (1 �Ci) for 24 h, were determined as
previously reported[4] by using a transphosphatidylation assay in the
presence of butan-1-ol (0.3%, v/v[11] ). These assays measured the
accumulation of metabolically stable phosphatidylbutanol (PBut) as
an index of PLD activity. Radiolabelled cells, in 24-well plates, were
treated with TP10-C1 (Scheme 1) for 60 min, and PBut was separated
from other the lipids by TLC.[11] The radioactivity in PBut fractions was
determined by liquid-scintillation spectroscopy.
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Adhesion Inhibition of F1C-Fimbriated
Escherichia coli and Pseudomonas aeruginosa PAK
and PAO by Multivalent Carbohydrate Ligands
Reshma Autar,[a] A. Salam Khan,*[b] Matthias Schad,[b] Jˆrg Hacker,[b]


Rob M. J. Liskamp,[a] and Roland J. Pieters*[a]


In order to evaluate their inhibition of bacterial adhesion, the
carbohydrate sequences GalNAc�1�4Gal and GalNAc�1�
4Gal�1�4Glc were synthesized. The disaccharide was conjugated
to dendrons based on the 3,5-di-(2-aminoethoxy)-benzoic acid
branching unit to yield di- and tetravalent versions of these
compounds. A divalent compound was also prepared that had
significantly longer spacer arms. Relevant monovalent compounds
were prepared for comparison. Their anti-adhesion properties
against F1C-fimbriated uropathogenic Escherichia coli were


evaluated in an ELISA-type assay by using a recombinant strain
and also by using Pseudomonas aeruginosa strains PAO and PAK.
Adhesion inhibition was observed in all cases, and multivalency
effects of up to one order of magnitude were observed. The
combination of spacer and multivalency effects led to a 38-fold
increase in the potency of a divalent inhibitor with long spacer
arms towards the PAO strain when compared with the free
carbohydrate.


Introduction


The increased antibiotic resistance of bacterial pathogens,[1]


requires the development of alternative intervention methods.[2]


Protein ± carbohydrate interactions on the cell surface are often
involved in the initial adhesion of many bacterial pathogens.[3±9]


Bacterial lectin-like receptors bind to oligosaccharides present
on the target cell surface. This binding is mediated by contacts
involving the tissue carbohydrates in mono- and multivalent
form that are matched by complementary bacterial binding sites
and specifically oriented arrays of binding sites. There is an
extensive list of pathogens for which the carbohydrate specific-
ity is known, and that are therefore potential targets for the anti-
adhesion approach.[10] Free oligosaccharides block adhesion, but
the binding strength of these monovalent compounds is
typically low (millimolar range) and they cannot effectively
compete with the multivalent presentation of carbohydrates on
cell surfaces either as glycolipids on membranes or as part of
glycoproteins. It is becoming increasingly clear that multivalency
is a powerful design approach to increase the binding strength
of synthetic ligands.[11] Since strong binding is required for the
practical application of this method, further research in this area
is necessary. In the literature there are a few examples of the use
of synthetic multivalent carbohydrates for the inhibition of
bacterial adhesion. With Streptococcus suis, multivalency en-
hancements were observed by using relatively small tri- and
tetravalent galabiose molecules, which were evaluated in
haemagglutination inhibition experiments.[12] A divalent deriva-
tive was found to be 100 times more potent than a monovalent
reference compound with the same linking moiety; this
represents a relative potency of 50 per carbohydrate unit.


Lindhorst et al. obtained affinity enhancements with multivalent
mannose molecules in adhesion to type-1-fimbriated E. coli in a
haemagglutination assay[13] and an ELISA-type assay.[14] The true
multivalency enhancement is unclear, since comparisons were
made to methyl �-D-mannoside while spacer effects play an
important role in the binding to type-1 fimbriae. This conclusion
was recently reached by Roy, Lee and co-workers.[15] who studied
the adhesion inhibition of type-1-fimbriated E. coli by glycoden-
drimers and neoglycoproteins. Their study revealed that while
the effects of the spacer were large (135-fold), multivalency
effects were relatively modest (up to one order of magnitude);
this was explained by the large distances between binding sites
on different or the same fimbriae.


We describe here our synthesis of multivalent carbohydrates
and their inhibition of adhesion of several bacterial targets. One
of our targets was the F1C-fimbriated uropathogenic E. coli.
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Urinary-tract infections in humans are strongly
associated with E. coli that produce P, type 1, S, and
F1C fimbriae.[16] The first three types are known to
exhibit affinity for galabiose, mannose and sialic
acid ligands, respectively. Recently the carbohy-
drate ligand of the F1C fimbria has been deter-
mined and appeared to be asialo-GM2
(GalNAc�1�4Gal�1�4Glc�1�1Cer).[17, 18] Wheth-
er or not the terminal glucose residue in this
sequence contributes to the binding is unclear.
One of the aims of our work was to confirm the
binding specificity of the F1C fimbria through the
synthesis of the asialo-GM2 oligosaccharide. Fur-
thermore, the role of the glucose moiety in asialo-
GM2 had to be established. Finally, binding en-
hancement through multivalent linkage of the
GalNAc�1�4Gal sequence to a multivalent scaf-
fold was targeted. We used dendrons based on the 3,5-di-(2-
aminoethoxy)-benzoic acid branching unit[19] as the multivalency
scaffold. Lactose derivatives of this branching unit showed weak
and strong multivalency effects with lectins and toxins, depend-
ing on the structural context.[20] Because the architecture of the
F1C fimbria is not known and therefore no information is
available on distances between carbohydrate binding sites, our
molecules were prepared with both long and short spacer arms.


Another bacterial target we used was Pseudomonas aerugi-
nosa. Krivan et al. have shown that pulmonary pathogens such
as those typically infecting cystic fibrosis (CF) patients (P. aeru-
ginosa, Haemophilus influenzae, and Staphylococcus aureus)
require GalNAc�1�4Gal as their minimal adhesion sequence.[21]


This sequence was in fact shown to be present in greater
abundance in CF-affected lung epithelia.[22] P. aeruginosa strains
PAO and PAK were used in our studies.[23] A crystal structure of
the PAK adhesin is available, based on which a model of the
helical assembly of the individual adhesin molecules into
fimbriae was proposed.[24] The fimbriae are 52 ä wide, and
carbohydrate binding sites are only present at their tip. At the
tip, five sites are exposed for binding;
this suggests the possibility of simul-
taneous multivalent binding, whereas
in previous models[25] this was
deemed less likely.


Results and Discussion


General carbohydrate design


For the synthesis of the target mole-
cules we opted for a route using
the monovalent oligosaccharide se-
quences GalNAc�1�4Gal�OSE (1)
and GalNAc�1�4Lac�OSE (2)
(Scheme 1). These di- and trisaccha-
rides were approached by using a
single glycosylation of a suitable
galactosamine donor and a galac-
tose- or lactose-based acceptor, along


the lines of the early work of Lemieux et al.[26] and the more
recent preparation of tri- and tetravalent versions by Jiao and
Hindsgaul.[27] Although only one glycosylation reaction was to be
performed, synthesis was expected to be hampered by the low
reactivity of the 4-OH group of the galactose part of the acceptor
molecules. To overcome this problem, we used strong activation
of the donor by a thiophenyl group at C1 in combination with a
suitable promoter. In addition, since a �-stereoselective glyco-
sylation was desired, the donor molecule was equipped with a
participating trichloroethoxycarbonyl (Troc) group on C-2.


Acceptor synthesis


Both galactose- and lactose-based acceptors, used for the
syntheses of 1 and 2, respectively, were synthesized according
to the procedures of Magnusson et al. ,[28] with some modifica-
tions (Scheme 2). For the galactose acceptor, the synthesis
started with peracetylated galactose 3, which was brominated
followed by introduction of the 2-(trimethylsilyl)ethoxy (OSE)
group to yield 4. Next, 4 was deacetylated with NaOMe in MeOH


Scheme 1. Retrosynthesis of monovalent target structures.


Scheme 2. Galactose-based acceptor synthesis. Reagents and conditions: a) HBr/AcOH (8 equiv), CH2Cl2 , 2 h;
b) 2-TMSEtOH (3 equiv), collidine, AgOTf (1.2 equiv), CH2Cl2, 18 h, 72% (from 3) ; c) NaOMe, MeOH, quant. ;
d) benzaldehyde dimethyl acetal (1.5 equiv), p-TsOH (cat.), acetonitrile, 3 ä molecular sieves; e) NaH, BnBr, DMF,
18 h, 74% (from 5) ; f) NaCNBH3 (9.2 equiv), HCl/Et2O, THF, 3 h, 61%.
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to yield 5. This reaction was followed by the introduction of a
benzylidene ring.[29] The crude product was subsequently
benzylated with benzylbromide and sodium hydride in DMF to
give crystalline 6. Selective opening of the benzylidene ring by
sodium cyanoborohydride gave the desired galactose acceptor
7 with a free hydroxyl at C-4. This sequence was repeated for the
preparation of the appropriate lactose acceptor 9, starting from
lactose hepta-acetate 8.


Donor synthesis and coupling


A donor molecule containing a Troc protecting group was
employed for synthesis. This protecting group was reported to
give rise to a significant increase in donor reactivity in coupling
reactions, compared with its N-acetyl or N-phthaloyl counter-
parts, while effecting good � selectivity as well.[30, 31] The donor
was prepared from galactosamine hydrochloride (Scheme 3),
which was treated[32] with trichloroethoxycarbonyl chloride
(TrocCl) and NaHCO3 in water, followed by acetylation with
acetic anhydride and pyridine to yield the N-Troc compound 10.
Then, for activation of C-1, a thiophenyl group was introduced[33]


after reaction with thiophenol and ethereal borontrifluoride in
dichloromethane to furnish donor molecule 11. Coupling
reactions were performed with N-iodosuccinimide (NIS) and
triflic acid (TfOH) in dichloromethane, as described by van Boom
et al.[34] Coupling reactions with donor 11 and both acceptors 7
and 9 led to the formation of only one isomer in both cases. This
was concluded from the 1H NMR spectra, which showed only
one singlet at 0 ppm from the trimethylsilyl group. However,
deducing the anomeric configuration from 1H NMR spectra was
difficult due to peak overlap of the benzylic CH2 groups with the
C-1 doublet. The solution was to measure a proton-coupled
carbon spectrum. C-1 coupling constants for � bonds lie
between 170 and 175 Hz, which is significantly higher than the
reported values of 160 ± 165 Hz for a � bond.[35, 36] For all C-1
signals (including C-1� and C-1��) that can be found around
100 ppm, the recorded spectra showed coupling constants of
approximately 160 Hz; this unambiguously proved the presence
of the � isomer.


Deprotection of monovalent antiadhesins


To determine the increase of affinity due to multivalency and
spacer effects, fully deprotected monovalent reference com-
pounds were also tested. To this end, compounds 12 and 13
were first stirred in acetic anhydride in the presence of excess
zinc powder to convert the Troc protecting group into an acetyl
function (14 and 15, Scheme 4).[37] These compounds were then


Scheme 4. Deprotection of monovalent target compounds; reagents and
conditions: a) zinc powder (excess), Ac2O, 5 h, 73% for 14, 72% for 15; b) Pd(OH)2
on carbon, H2, THF, 18 h, 81% for 16, 78% for 17; c) NaOMe, MeOH, 3 h, 80% for
18, 90% for 19; d) TFA, CH2Cl2 , 1.5 h, quant. for both 20 and 21.


hydrogenated under high pressure in THF, by using palladium
hydroxide on carbon as a catalyst to yield 16 and 17, and
subsequently deacetylated with NaOMe to give 18 and 19. In
addition, part of the material of these compounds was treated
with trifluoroacetic acid (TFA) in CH2Cl2 to give fully deprotected
GalNAc�1�4Gal (20) and GalNAc�1� 4Lac (21).


Linker attachment


Multivalency was studied with the GalNAc�1�4Gal sequence,
which needed to be in a form suitable for attachment to the


multivalent scaffold, dendrons in our case, and thus
a spacer had to be attached. The linking moiety was
introduced by benzyl glycolate as described by Dean
et al.[38] First, all protecting groups of the carbohy-
drate were replaced by acetyl groups to facilitate
deprotection when the carbohydrates were linked to
a dendrimer backbone (Scheme 5). To achieve this,
compound 16 was acetylated overnight to obtain 22
in quantitative yield. The next step was removal of
the OSE protecting group as described above,
followed by introduction[39] of a trichloroacetami-
date group, for activation of C-1, by using trichloro-
acetonitrile and 1,8-diazabicyclo[5.4.0]undec-7-ene
(DBU) in CH2Cl2 to give an �/� mixture of compound
23. This compound was immediately converted to
24 by treatment with benzyl glycolate in dichloro-
methane at �70 �C, with TMSOTf as a catalyst. The
final step before linkage to the dendrimer backbone


Scheme 3. Donor synthesis ; reagents and conditions : a) TrocCl (1.5 equiv), NaHCO3 (2.5 equiv),
H2O, 18 h; b) Ac2O, pyridine, 18 h (88%, two steps) ; c) thiophenol (2 equiv), BF3 ¥ Et2O (1.3 equiv),
CH2Cl2 , 18 h, 75%; d) 7 or 9 (1 equiv), NIS (1.3 equiv), TfOH (0.2 equiv), CH2Cl2 , 4 ä molecular
sieves, �70 �C to room temperature, yields: 72% (12) and 62% (13).
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was the liberation of the spacer's car-
boxylic function; this was achieved
through overnight hydrogenation with
palladium on carbon as a catalyst in THF
to provide compound 25.


Multivalent antiadhesins


Compound 25 was coupled to the di-
and tetravalent dendrons with short
spacer arms 29 and 32,[19] the divalent
dendron with long spacer arms 38[19d]


and two monovalent reference com-
pounds 26[20a] and 35.[19d] Standard BOP
((benzotriazol-1-yloxy)tris(dimethylami-
no)phosphonium hexafluorophosphate)-
coupling procedures were used and
gave rise to the expected products with
protected sugar moieties. Finally, the
desired antiadhesion compounds were
obtained by removing the O-acetyl
protecting groups with NaOMe to fur-
nish compounds 28, 31, 34, 37 and 40
(Scheme 6). All compounds showed
good mass spectra and well-resolved
NMR spectra (see Supporting Informa-
tion).


Biological testing


The compounds were tested in an
adhesion assay in which biotinylated
bacteria were incubated in wells with
attached asialo-GM1. Inhibitors were
incubated with the bacteria prior to this
test. The number of attached bacteria
was determined by using a chromogen-
ic reaction involving horseradish perox-


Scheme 5. Linker attachment; reagents and conditions: a) Ac2O, pyridine, 18 h, quant. ; b) TFA, CH2Cl2 , 1.5 h; c) Cl3CCN, DBU, CH2Cl2 ; d) benzyl glycolate (3 equiv.),
TMSOTf (cat.), CH2Cl2 , �70 ± 0 �C, 57% (from 22) ; e) Pd/C, H2, THF, 18 h, 93%.


Scheme 6. Synthesis and deprotection of multivalent carbohydrates; reagents and conditions: a) BOP, DIPEA,
CH2Cl2 ; b) NaOMe, MeOH.
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idase-conjugated streptavidine. The results of the inhibition
experiments are shown in Tables 1 and 2, and examples of
binding curves are shown in Figure 1. Inhibition of the adhesion
of F1C-fimbriated recombinant E. coli by GalNAc�1�4Gal was
clearly observed and confirmed this recently identified se-
quence.[17] When comparing the monovalent derivatives, it
became clear that the lipophilic OSE group at the reducing
end of the disaccharide as in 18 (IC50� 70�M) was beneficial for
interaction. Replacing it with either a glucose ± OSE group, as in


Figure 1. Examples of inhibition curves of the inhibition of E. coli by the
monovalent 28 (�) and the tetravalent 34 (�).


19, or removing it altogether, as in 20, led to large reductions in
affinities and a less well-defined inhibition. The relatively polar
spacer of 28 represents an in-between case with an affinity of
roughly half that of the OSE derivative. The divalent version,
compound 31, exhibited sixfold stronger binding; this repre-
sents a threefold affinity increase per carbohydrate moiety. The
tetravalent derivative 34 did not show a significant further
increase in potency. Experiments with purified F1C fimbriae[17]


instead of whole bacteria were also performed and showed
inhibition of fimbriae binding to the asialo-GM1 surface by the
compounds (IC50� 29�M for 34, data not shown); this supports
causative involvement in bacterial adhesion.
P. aeruginosa strains PAO and PAK also showed good adhesion


inhibition. Of the monovalent compounds, the disaccharide
containing the OSE group (18) was again the most potent. The
observation that binding is enhanced with increasing lipophilic
substitution at or near the reducing end of the disaccharide was
consistent with previous studies with PAK.[40] For PAO inhibition,
this effect was also seen but was less pronounced. The presence
of an additional glucose moiety, as in 19 and 21, was not
beneficial for either PAK or PAO inhibition. Multivalency effects
were seen in several cases. For PAK inhibition, the divalent 31
was ten times more potent than its monovalent reference
compound 28 in the series with short spacer arms. Surprisingly,
the tetravalent 34 was less potent than the divalent 31; this
suggests steric hindrance caused by the additional substituents.
In the short-spacer-arm series, the trends in PAO inhibition are
the same as for PAK inhibition. For the compounds with longer
spacers this is not the case, the IC50 for the divalent 40 was 13
times lower than for 37, whereas with PAK the relative potencies
per carbohydrate moiety of the two compounds are identical.
For PAO, comparison of the IC50 of the parent sugar 20 (266�M)
with the best inhibitor 40 (7�M) shows a 38-fold improvement in
inhibition due to a combination of spacer and multivalency
effects.


Conclusion


Multivalent versions of the carbohydrate sequence Gal-
NAc�1�4Gal were prepared along with relevant monovalent


Table 1. Inhibition potencies of mono- and multivalent carbohydrates
towards E. coli binding to asialo-GM1.


Compound IC50 [�M], � s.d.[a]


Monovalent compounds
18 GalNAc�1�4Gal��OSE 70� 13
19 GalNAc�1�4Gal�1�4Glc��OSE 669�408
20 GalNAc�1�4Gal 438�197


Mono- vs. multivalent compounds Rel. potency[b]


28 Monovalent, short arms 115� 17 1 (1)
31 Divalent, short arms 19� 4 6 (3)
34 Tetravalent, short arms 15� 4 8 (2)


[a] s.d.� standard deviation. [b] Potency relative to monovalent 28 ; the
relative potency per sugar is given in parenthesis, that is, the relative
potency divided by the number of sugar units present in the molecule.


Table 2. Inhibition potencies of mono- and multivalent carbohydrates towards P. aeruginosa binding to asialo-GM1.


Strain: PAK Strain: PAO
Inhibitor IC50 [�M], � s.d.[a] IC50 [�M], � s.d.[a]


Monovalent compounds
18 GalNAc�1�4Gal��OSE 33� 11 88� 20
19 GalNAc�1�4Gal�1�4Glc��OSE 86� 28 215�56
20 GalNAc�1�4Gal 49� 15 266�46
21 GalNAc�1�4Gal�1�4Glc 124�35 162�28


Mono- vs. multivalent compounds Rel. potency[b] Rel. potency[b]


28 Monovalent, short arms 210�39 1 (1) 124�23 1 (1)
31 Divalent, short arms 21� 6 10 (5) 15� 4 8 (4)
34 Tetravalent, short arms 65� 11 3 (0.8) 29� 7 4 (1)
37 Monovalent, long arms 127�44 1 (1) 89� 24 1 (1)
40 Divalent, long arms 62� 18 2 (1) 7� 2 13 (7)


[a] s.d.� standard deviation.[b] Potency relative to the monovalent reference compound containing the same spacer arm, the relative potency per sugar is
given in parenthesis, that is, the relative potency divided by the number of sugar units present in the molecule.
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reference compounds. In the synthesis of the disaccharide, the
Troc protecting group on the nitrogen atom of the GalNAc
donor was crucial for stereoselective coupling. After removal of
the anomeric blocking group and linker attachment, peptide-
coupling procedures were used to attach the disaccharides to
multivalent scaffold molecules with either long or short spacer
arms. Adhesion inhibition by these compounds was observed in
an ELISA-type assay for F1C-fimbriated E. coli and the P. aerugi-
nosa strains PAO and PAK. It was clear that lipophilic spacers are
beneficial in all cases. Multivalency effects of up to one order of
magnitude were observed and, due to a combination of spacer
and multivalency effects, a maximum overall enhancement by a
factor of 38 was observed when comparing the divalent 40 to
the parent sugar 20. Despite the differences between the E. coli
and Pseudomonas adhesins, relatively similar results were
obtained.[41] The inhibition results of E. coli were fully consistent
with a recent study in which the specificity of the F1C fimbriae
was reported for the first time.[17] However, in another recent
report, binding to the GalNAc�1�4Gal epitope was not
observed.[42] Structural information on the adhesin was available
only for the PAK system. The possibility of simultaneous
multivalent binding at the tip of the PAK fimbriae could not be
determined from the structure.[24, 25] Our results suggest that it is
indeed a possibility, judging from a tenfold affinity increase in
the divalent 31 over the monovalent 28. The distance between
the sites is likely to be relatively small considering the reduced
enhancement of the long-armed 40 over its monovalent
counterpart 37. The fact that the tetravalent 34 was relatively
ineffective may be a result of the helical orientation of the
adhesin proteins exposed at the fimbrial tip, which may require a
specific orientation of carbohydrate ligands and which may not
tolerate additional substituents. More research will be needed to
further decipher the delicate spacer and multivalency effects
that have the potential to enhance the design and synthesis of
newer generations of anti-adhesion compounds with the
required potencies. Structural studies of the relevant proteins
will guide these endeavours.


Experimental Section


General remarks : Chemicals were obtained from commercial
sources and used without further purification unless stated other-
wise. The solvents CH2Cl2 and MeOH were purchased from Biosolve,
The Netherlands, and were stored on 4 and 3 ä molecular sieves,
respectively. Activated molecular sieves were prepared by flame-
drying under vacuum followed by a nitrogen flush. The base DIPEA
(N-ethyldiisopropylamine) was distilled from ninhydrin and KOH.
Column chromatography was performed on Merck Kieselgel 60 (40 ±
63 �m). Dowex 50� 8 (H� form; 20 ± 50 mesh, Fluka), was used for
neutralization. 13C NMR spectra were recorded on a Varian G-300
spectrometer at 75.4 MHz in CDCl3 (referenced to CDCl3 at 77.0 ppm)
and in 5% CD3OD/D2O (referenced to CD3OD at 49.0 ppm). Electro-
spray ionisation (ESI) mass spectrometry was carried out with a
Shimadzu LCMS QP-8000 single-quadrupole bench-top mass spec-
trometer (m/z range �2000), coupled with a QP-8000 data system.
Compounds 13, 15, 17, 19 and 21 were prepared according to the
same procedures and obtained in similar yields to those of 12, 14, 16,
18 and 20, respectively. The (poly)amine scaffolds 26, 29 and 32were


reported previously.[20] Compounds 35 and 38 were prepared as
described in the Supporting Information. All spectroscopic data of
the prepared compounds can also be found in the Supporting
Information.


2-(Trimethylsilyl)ethyl 2,3,4,6-tetra-O-acetyl-�-D-galactopyrano-
side (4): Compound 3 (3.9 g, 10 mmol) was dissolved in dichloro-
methane (50 mL) and stirred at 0 �C. A hydrogen bromide solution
(33% in AcOH, 13.7 mL, 80 mmol) was added, and the mixture was
left to stir for 2 h at 0 �C. The progress of the reaction was monitored
by TLC analysis (10% MeOH/CH2Cl2). After completion, the mixture
was poured into a beaker containing ice-water (100 mL), neutralized
with solid NaHCO3, washed with H2O (2� 50 mL) and brine (50 mL),
dried (Na2SO4) and concentrated under reduced pressure to give the
corresponding �-acetobromogalactose in quantitative yield. The
bromide was dissolved in CH2Cl2 (75 mL), and, after activated ground
molecular sieves (4 ä) and 2-(trimethylsilyl)ethanol (4.3 mL, 30 mmol)
had been added, the mixture was stirred for 3 h. The reaction mixture
was then cooled to 0 �C, collidine (1.2 mL, 9.0 mmol) and silver
trifluoromethanesulfonate (4.9 g, 19 mmol) were added, and the
mixture was stirred in darkness for 18 h. Progress of the reaction was
monitored by TLC analysis with EtOAc/hexane (1:1) as eluent. After
completion of the reaction, solids were removed by filtration over
celite. The filtrate was washed with H2O (2�75 mL), KHSO4 (1 N,
75 mL) and brine (75 mL) and then dried with Na2SO4 and
concentrated in vacuo to give a yellow oil. To facilitate purification
of crude 4, excess 2-(trimethylsilyl)ethanol was acetylated overnight
by using acetic anhydride (20 mL) and pyridine (30 mL). Silica gel
column chromatography with EtOAc/hexane (1:3) as eluent was
performed to obtain purified compound 4 as a clear oil ; yield: 72%.


2-(Trimethylsilyl)ethyl �-D-galactopyranoside (5): Compound 4
(2.1 g, 4.8 mmol) was dissolved in methanol (30 mL), sodium
methoxide (30% w/w in MeOH, 0.6 mL) was added, and the mixture
was stirred overnight. TLC analysis (5% MeOH/CH2Cl2) revealed that
the product was completely deacetylated. The reaction mixture was
neutralized with Dowex/H� and evaporated to dryness under
reduced pressure. Yield: quantitative (white solid).


2-(Trimethylsilyl)ethyl 2,3-di-O-benzyl-4,6-O-benzylidene-�-D-gal-
actopyranoside (6): Compound 5 (1.28 g, 4.56 mmol) was suspend-
ed in dry acetonitrile (10 mL). Molecular sieves (3 ä) and p-toluene
sulfonic acid monohydrate (26 mg, 0.14 mmol) were added, and the
mixture was stirred for 10 min. Finally, benzaldehyde dimethyl acetal
(1.0 mL, 6.8 mmol) was added; this immediately turned the milky
white suspension into a clear solution. After 45 min, TLC analysis
(EtOAc/MeOH, 15:1) revealed the reaction was complete. The
mixture was neutralized (Et3N), filtered over celite and concentrated
to give a yellow oil. Sodium hydride (60% in mineral oil, 0.78 g,
19.6 mmol) was added to a stirred solution of the crude product in
DMF (50 mL). After 10 min, benzyl bromide (0.66 mL, 5.6 mmol) was
added, and the mixture was stirred for 1 h at 0 �C, and then at 60 �C
for 30 min. The reaction was monitored by TLC analysis (EtOAc/
hexane, 1:1) and stopped with methanol (4 mL) when benzylation
was complete. The mixture was taken up in CH2Cl2 (250 mL), washed
several times with H2O (4�75 mL), dried (Na2SO4) and concentrated
to give a yellow syrup. The product was crystallized from ethanol
(white needles). The product remaining in the mother liquor was
obtained pure as a white solid by silica gel column chromatography
with EtOAc/hexane (1:3) as eluent. Yield: 74%.


2-(Trimethylsilyl)ethyl 2,3,6-tri-O-benzyl-�-D-galactopyranoside
(7): Et2O saturated with HCl was added dropwise to a stirred mixture
of 6 (0.79 g, 1.44 mmol), sodium cyanoborohydride (0.83 g,
13.3 mmol) and ground molecular sieves (4 ä) in dry THF (20 mL)
until bubbling ceased. The reaction was monitored by TLC analysis
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(5% MeOH/CH2Cl2). When completed, solid NaHCO3 (�1 g), CH2Cl2
(20 mL) and saturated aqueous NaHCO3 (5 mL) were added, and the
mixture was filtered over celite. The organic phase was washed with
aqueous NaHCO3 (sat. , 2� 50 mL), H2O (50 mL) and dried with
Na2SO4. After concentration, product 7 was purified by silica gel
column chromatography, initially with CH2Cl2 and after elution of
impurities with 2% MeOH/CH2Cl2 as eluent. Yield: 61% (clear oil).


2-(Trimethylsilyl)ethyl 2,3,6-tri-O-benzyl-4-O-(2,3,6-tri-O-benzyl-
�-D-galactopyranosyl)-�-D-glucopyranoside (9): Lactose-based ac-
ceptor 9 was prepared from compound 8 as described above for the
galactose-based acceptor. Overall yield: 20%.


1,3,4,6-Tetra-O-acetyl-2-deoxy-2-(2�,2�,2�-trichloroethoxycarbonyl-
amino)-D-galactopyranoside (10): Trichloroethoxycarbonyl chloride
(5.47 mL, 39.5 mmol) was added under ice-cooling to a solution of D-
(�)-galactosamine hydrochloride (5.0 g, 23.2 mmol) and NaHCO3


(5.52 g, 65.7 mmol) in H2O (120 mL). The mixture was stirred
overnight. Progression of the reaction was checked by TLC analysis
(EtOAc/AcOH/MeOH/H2O, 4:3:3:2). Crude 2-deoxy-2-(2�,2�,2�-trichlor-
oethoxycarbonylamino)-D-galactopyranoside (white solid) was col-
lected (2�) by filtration, washed with ice-cold H2O and dried, after
which it was acetylated overnight by using acetic anhydride (9.3 mL)
and pyridine (15 mL). Standard work-up procedures were used to
obtain pure 10. More material was isolated from the filtrates, which
were concentrated in vacuo and were then also acetylated over-
night. After concentration, the mixture was dissolved in CH2Cl2
(75 mL), washed with H2O (75 mL), aqueous KHSO4 (1 M, 50 mL),
NaHCO3 (sat. 50 mL) and brine (50 mL). The organic layer was dried
(Na2SO4) and concentrated under reduced pressure. If TLC analysis
(5% MeOH/CH2Cl2) showed purification to be necessary, silica-gel
column chromatography was performed. Combined yield: 88%
(white foam), �/�-mixture (1:1.2).


Phenyl 3,4,6-tri-O-acetyl-2-deoxy-2-(2�,2�,2�-trichloroethoxycar-
bonylamino)-1-thio-�-D-galactopyranoside (11): A solution of 10
(7.07 g, 13.5 mmol) in dry CH2Cl2 (115 mL) was prepared, to which
thiophenol (2.76 mL, 27.0 mmol) and boron trifluoride ethyl etherate
(2.23 mL, 17.3 mmol) were successively added under an argon
atmosphere. The mixture was stirred overnight, after which TLC
analysis (EtOAc/hexane 1:2) revealed the reaction to be complete.
The mixture was washed with H2O (75 mL) and aqueous NaHCO3


(sat. , 2� 75 mL), dried (Na2SO4) and concentrated in vacuo. Purified
11 was obtained after performing silica-gel column chromatography
(EtOAc/hexane 1:2). Yield: 75% (white foam).


2-(Trimethylsilyl)ethyl (3,4,6-tri-O-acetyl-2-deoxy-2-(2�,2�,2�-tri-
chloroethoxycarbonylamino))-(�-D-galactopyranosyl)-(1�4)-
2,3,6-tri-O-benzyl-�-D-galactopyranoside (12): Donor 11 (104 mg,
0.18 mmol) and acceptor 7 (100 mg, 0.18 mmol) were dissolved in
CH2Cl2 (2.5 mL), and the mixture was stirred under an argon
atmosphere in the presence of activated crushed 4 ä molecular
sieves. After 1.5 h, the mixture was cooled to �70 �C, and N-
iodosuccinimide (58 mg, 0.24 mmol) and a catalytic amount of triflic
acid were added. The reaction was stirred in darkness, and the
temperature was allowed to rise to 20 �C. Progression of the reaction
was checked by TLC analysis (EtOAc/hexane 1:1). After 5 h, the
reaction mixture was filtered over celite and washed with aqueous
NaHCO3 (sat. , 10 mL), Na2SO3 (sat. , 10 mL) and H2O (10 mL). The
organic phase was dried with Na2SO4 and concentrated in vacuo. The
purified product was obtained after silica-gel column chromatog-
raphy with EtOAc/hexane (2:5) as eluent. Yield: 72%.


2-(Trimethylsilyl)ethyl (3,4,6-tri-O-acetyl-2-deoxy-2-acetamido-�-
D-galactopyranosyl)-(1�4)-2,3,6-tri-O-benzyl-�-D-galactopyrano-
side (14): Compound 12 (0.91 g, 0.9 mmol) was dissolved in acetic
anhydride, excess zinc powder (11.8 g, 180 mmol) was added, and


the mixture was vigorously stirred for 6 h. TLC analysis (2% MeOH in
CH2Cl2) showed all starting material had reacted to give compound
14. The mixture was filtered over celite and subsequently coevapo-
rated with toluene, EtOH and CH2Cl2 . Purified 14 was obtained after
silica-gel column chromatography with EtOAc/hexane (1:1) as eluent.
Yield: 73%.


2-(Trimethylsilyl)ethyl (3,4,6-tri-O-acetyl-2-deoxy-2-acetamido-
�-D-galactopyranosyl)-(1�4)-�-D-galactopyranoside (16): Com-
pound 14 (80 mg, 0.09 mmol) in THF (5 mL) was hydrogenated
overnight with Pd(OH)2/C as catalyst by using a Parr apparatus. After
disappearance of the starting material was confirmed by TLC (5%
MeOH in CH2Cl2), the mixture was filtered over celite and concen-
trated under reduced pressure. Impurities were removed with silica-
gel column chromatography (6% MeOH in CH2Cl2). Yield: 81% (white
foam).


2-(Trimethylsilyl)ethyl (2-deoxy-2-acetamido-�-D-galactopyrano-
syl)-(1�4)-�-D-galactopyranoside (18): Purified 16 was dissolved
in MeOH (5 mL), sodium methoxide (30% w/w in MeOH, 0.1 mL) was
added and the mixture was stirred for 3 h. The reaction mixture was
then neutralized with Dowex/H�, filtered, concentrated in vacuo and
lyophilized to give compound 18. Yield: 80%.


2-Deoxy-2-acetamido-�-D-galactopyranosyl-(1�4)-�-D-galacto-
pyranoside (20): Product 20 was obtained after stirring compound
18 (14.6 mg, 23 �L) for 2 h in a mixture of TFA (0.5 mL) and CH2Cl2
(0.25 mL). Reagents were removed by coevaporating with EtOAc and
toluene, followed by dissolving the residue in water and lyophiliza-
tion. Yield: quantitative (�/� mixture).


2-(Trimethylsilyl)ethyl (3,4,6-tri-O-acetyl-2-deoxy-2-acetamido-�-
D-galactopyranosyl)-(1�4)-2,3,6-tri-O-acetyl-�-D-galactopyrano-
side (22): Compound 16 (0.40 g, 0.66 mmol) was acetylated by
stirring it overnight in a mixture of acetic anhydride (6 mL) and
pyridine (10 mL). Reagents were removed by coevaporating with
toluene, EtOH and then CH2Cl2 , and drying at high vacuum. Yield:
quantitative.


(3,4,6-Tri-O-acetyl-2-deoxy-2-acetamido-�-D-galactopyranosyl)-
(1�4)-2,3,6-tri-O-acetyl-�-D-galactopyranosyl trichloroacetimi-
date (23): Compound 22 (80.5 mg, 0.09 mmol) was treated with
TFA (0.93 mL) in CH2Cl2 (0.46 mL) for 2 h to free C-1. The reaction was
monitored by TLC analysis (5% MeOH in CH2Cl2). After standard
work-up procedures, the intermediate was dissolved in dry CH2Cl2
(1.4 mL) and stirred under an argon atmosphere. The solution was
cooled to 0 �C, and trichloroacetonitrile (285 �L, 2.84 mmol) and DBU
(11 �L, 0.07 mmol) were added. The progress of the reaction was
checked by TLC analysis (5% MeOH in CH2Cl2). After 1.5 h, conversion
was complete, and the reaction mixture was coevaporated with
toluene. A small portion was purified by silica-gel column chroma-
tography (EtOAc/hexane 5:1) for analytical purposes, while the
remaining portion was immediately used for coupling to benzyl
glycolate as described below.


Benzyloxycarbonylmethyl O-(3,4,6-tri-O-acetyl-2-deoxy-2-acet-
amido-�-D-galactopyranosyl)-(1�4)-2,3,6-tri-O-acetyl-�-D-galac-
topyranoside (24): Compound 23 (60 mg, 0.077 mmol) and benzyl
glycolate (38.3 mg, 0.23 mmol) were dissolved in CH2Cl2 (3 mL). The
solution was stirred under an argon atmosphere in the presence of
activated ground 4 ä molecular sieves for 30 min. Then the mixture
was cooled to �70 �C, and one drop of TMSOTf was added. The pH
was checked and if it was not acidic (caused by residual DBU), more
TMSOTf was added. The mixture was allowed to warm up to room
temperature. After 18 h, the reaction mixture was filtered over celite,
taken up in CH2Cl2 (10 mL) and washed with NaHCO3 (sat. , 10 mL),
KHSO4 (1 M, 10 mL) and H2O (10 mL). The organic phase was dried
with Na2SO4 and concentrated. Purification of 24 was realized by
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using silica-gel column chromatography with EtOAc/hexane (4:1) as
eluent. Yield over three steps: 57% (from 22).


(3,4,6-Tri-O-acetyl-2-deoxy-2-acetamido-�-D-galactopyranosyl)-
(1�4)-2,3,6-tri-O-acetyl-�-D-galactopyranosyl glycolic acid (25):
Compound 24 (50 mg, 0.06 mmol) was dissolved in THF (5 mL), Pd/C
(10%, 100 mg) was added, and the mixture was stirred overnight
under an H2 atmosphere. The mixture was filtered over celite and
concentrated in vacuo, after which the crude product was purified
with silica gel column chromatography (20% MeOH in CH2Cl2). Yield:
93%.


Synthesis of 27, 30 and 33: The (poly)amine TFA salts 26, 29 and 32
were mixed with 25 (1 equiv per amino group), BOP (1.1 equiv per
amino group) and DIPEA (3.3 equiv per amino group) in dry CH2Cl2
and stirred under an argon atmosphere for 14 h. The reaction
mixture was taken up in EtOAc and washed with KHSO4, NaOH (1 N)
and H2O. The organic phase was dried with Na2SO4, concentrated in
vacuo and purified by silica gel column chromatography. Yields: 71%
(27), 64% (30) and 56% (33).


Synthesis of 36 and 39: The (poly)amine TFA salts 35 and 38 were
mixed with 25 (1 equiv per amino group), BOP (1.1 equiv per amino
group) and DIPEA (3.3 equiv per amino group) in dry CH2Cl2 and
stirred under an argon atmosphere for 14 h. Purification was carried
out by using silica-gel column chromatography followed by
chromatography on SPE (gradient 0 ± 50% CH3CN in H2O) to remove
residual hexamethylphosphotriamide (HMPA). Yields: 62% (36) and
30% (39).


General deprotection procedure : The protected conjugates were
dissolved in MeOH, sodium methoxide (30%w/w in MeOH, 3 �L) was
added, and the mixture was stirred overnight. TLC analysis (5%
MeOH/CH2Cl2) revealed complete deacetylation. The reaction mix-
ture was neutralized with Dowex/H� and concentrated in vacuo.
Yield: quantitative for 28, 31, 34, 37 and 40.


Bacterial strains and growth conditions : The E. coli K-12 strain
SE5000 used in this study was transformed with the plasmid pPIL110-
54 (pACYC184 plasmid vector containing the complete foc gene
cluster cloned from the uropathogenic E. coli strain AD110).[43]


Recombinant bacteria were grown overnight (with shaking) in liquid
broth supplemented with the appropriate antibiotic (50 �g of
chloramphenicol per mL). P. aeruginosa strains PAO and PAK[44] were
kindly provided by Prof. Burkhard Tuemmler (Klinische Forscher-
gruppe, Medizinische Hochschule Hannover, Germany). PAO and PAK
strains were grown on liquid broth agar plates.


Purification of F1C fimbriae : F1C fimbriae were harvested from
recombinant strain SE5000 (pPIL110-54) by using an Omnimixer
commercial blender (Waring) and purified essentially as described by
Khan and Schifferli.[45]


Biotinylation of bacteria : Overnight cultures of bacteria were
pelleted at 4000 rpm for 15 min. After washing the bacterial pellet
three times with phosphate-buffered saline solution, bacteria were
biotinylated essentially as described by Khan et al.[17]


Solid-phase binding and binding inhibition assay : The procedure
used here was essentially the same as described previously.[17] Briefly,
poly(vinyl chloride) plates (Falcon, Becton Dickinson) were coated
with glycolipid asialo-GM1 (0.5 �g per well ; Sigma, Deisenhofen,
Germany) in chloroform/methanol (1:9, v/v). The solvent was allowed
to evaporate overnight at room temperature, and the wells were
blocked with 3% BSA ± phosphate-buffered saline solution (PBS;
pH 7.37) either for 2 h at room temperature or for 1 h at 37 �C and
washed three times with PBS. For glycolipid receptor asialo-GM1, a
serial dilution of P. aeruginosa strain PAO or PAK and F1C-fimbriated
E. coli SE5000 (pPIL110-54), control strain SE5000 (pACYC184) or


purified F1C fimbriae, was first tested to determine the numbers of
bacteria and the quantity of purified fimbriae required to obtain 50%
binding. The number of fimbriated P. aeruginosa strains PAO or PAK
and SE5000 (pPIL110-54) and nonfimbriated control strain SE5000
(pACYC184) was determined by measuring absorbance at a wave-
length of 550 nm against a standardized chart correlating absorb-
ance with viable counts. After removal of the blocking solution and
washing, serially diluted biotinylated bacterial suspensions (100 �L;
1.6� 108 bacteria in first well) or purified fimbrial solution (100 �L;
10 �g fimbriae in first well) in PBS/1% BSA, were added to each well
and incubated either for 2 h at room temperature or 90 min at 37 �C.
After washing wells as previously, horseradish peroxidase-conjugat-
ed streptavidine (Pierce Chemical) in PBS/1% BSA (1:1500) or, to
wells with fimbriae, anti-F1C rabbit antibody (polyclonal ; 1:2000),
was added for 1 h 25 min at 37 �C (100 �L per well). Following
another washing step in the case of the fimbriae assay, peroxidase-
conjugated goat anti-rabbit IgG (Dako, Hamburg, Germany) in PBS/
1% BSA (1:2000) was added for 1 h 25 min at 37 �C (100 �L per well).
In all cases, following a final wash, the bound enzyme was detected
by the addition of substrate (100 �L per well ; Pierce ImmunoPure
TMB Substrate Kit) for 5 ± 30 min. The reaction was stopped by
adding H2SO4 (2 M, 100 �L per well). Absorbance was measured at a
wavelength of 450 nm with an ELISA reader. The control wells were
treated in the same manner except that blank control wells had no
bacteria or fimbriae.


For the binding inhibition assays, P. aeruginosa strains PAK (1�108


bacteria per well), PAO (1� 108 bacteria per well) and E. coli (2�108


bacteria per well) or purified F1C fimbriae (0.4 �g per well) giving
50% binding were preincubated with twofold serially diluted
carbohydrates for 10 min at room temperature. The mixtures were
transferred to the asialo-GM1-containing microtiter plates, and
bacterial or fimbrial bindings were determined as described above.
Percentages of binding were calculated by the following equation:
percent binding� {(A450 of the test well�A450 of the blank control
well)/(A450 of the 100% binding control well�A450 of the blank
control well)}� 100. For this calculation, the 100% binding control
wells had no carbohydrate inhibitors and the blank control well had
no bacteria, purified fimbriae or inhibitors. Each strain was tested in,
on average, four separate experiments, and in each experiment two
or three determinations of bacterial or fimbrial adherence were
performed in parallel and the results were averaged. IC50 values were
derived by nonlinear curve fitting to a sigmoid function by using the
SlideWrite Plus program.
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DNA Mismatch-Specific Base Flipping by a
Bisacridine Macrocycle
Arnaud David,[a] Nathalie Bleimling,[b] Christine Beuck,[c] Jean-Marie Lehn,[a]


Elmar Weinhold,*[c] and Marie-Paule Teulade-Fichou*[a]


Most, if not all, enzymes that chemically modify nucleobases in
DNA flip their target base from the inside of the double helix into an
extrahelical position. This energetically unfavorable conformation
is partly stabilized by specific binding of the apparent abasic site
being formed. Thus, DNA base-flipping enzymes, like DNA
methyltransferases and DNA glycosylases, generally bind very
strongly to DNA containing abasic sites or abasic-site analogues.
The macrocyclic bisacridine BisA has previously been shown to
bind abasic sites. Herein we demonstrate that it is able to
specifically recognize DNA base mismatches and most likely
induces base flipping. Specific binding of BisA to DNA mismatches
was studied by thermal denaturation experiments by using short
duplex oligodeoxynucleotides containing central TT, TC, or TG
mismatches or a TA match. In the presence of the macrocycle a


strong increase in the melting temperature of up to 7.1 �C was
observed for the mismatch-containing duplexes, whereas the
melting temperature of the fully matched duplex was unaffected.
Furthermore, BisA binding induced an enhanced reactivity of the
mispaired thymine residue in the DNA toward potassium perman-
ganate oxidation. A comparable reactivity has previously been
observed for a TT target base mismatch in the presence of DNA
methyltransferase M ¥ TaqI. This similarity to a known base-flipping
enzyme suggests that insertion of BisA into the DNA helix displaces
the mispaired thymine residue into an extrahelical position, where
it should be more prone to chemical oxidation. Thus, DNA base
flipping does not appear to be limited to DNA-modifying enzymes
but it is likely to also be induced by a small synthetic molecule
binding to a thermodynamically weakened site in DNA.


Introduction


Native DNA assumes a double-helical structure, in which the
nucleobases are buried in the interior of the DNA helix. In
general, this structural arrangement leads to a reduced reactivity
of the nucleobases toward various alkylating and oxidizing
agents compared with that of the free nucleotides. Thus, it is not
surprising that enzymes acting on nucleobases in DNA have
evolved a special binding mode for getting steric access to their
target base. They rotate their target base, including its sugar-
phosphate backbone, from an innerhelical to an extrahelical
position so as to place it in their active site for catalysis.[1] Base
flipping, also called nucleotide flipping, was first observed by
X-ray crystallography of protein ± DNA cocrystals of the C5-
cytosine DNA methyltransferase (MTase) M ¥HhaI.[2] Later, target
base flipping was also observed in protein ± DNA cocrystal
structures of the C5-cytosine DNA MTase M ¥HaeIII and the N6-
adenine DNA MTase M ¥ TaqI.[3] Furthermore, other biophysical
and biochemical methods to detect DNA base flipping have
been developed.[4] These methods make use of modified duplex
oligodeoxynucleotides containing fluorescent or photoactivat-
able probes at the target base position.[5±7] In addition, duplexes
with mismatched target bases or base analogues with reduced
Watson ± Crick hydrogen-bonding potential were found to bind
to the enzymes with enhanced affinity; this can be attributed to
the thermodynamics of base flipping.[8] By using these methods,
evidence for base flipping by many more DNA MTases was
obtained, and it is now believed that all of them flip their target
base out of the DNA helix prior to methylation.


However, base flipping is not restricted to DNA MTases and
has also been observed in protein ± DNA cocrystal structures of a
number of DNA base-excision repair glycosylases that recognize
damaged nucleobases in DNA.[9]


Most interestingly, many DNA MTases and DNA glycosylases
bind with very high affinity to duplexes containing a stable
abasic-site analogue at their target position.[8, 10] Moreover, it has
been shown by X-ray crystallography that these enzymes are
able to move the sugar-phosphate backbone even without their
target base in an extrahelical conformation.[9c±e, 9i, 11] This high-
affinity binding to abasic sites can be rationalized by the
thermodynamics of the base flipping process : The energetic
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costs for disrupting the Watson ± Crick hydrogen bonds and
base-stacking interactions of the target base are mainly paid by
the binding of the target nucleotide in an extrahelical position
and by stabilization of the apparent abasic site being formed.
With an abasic site already present, the enzyme can directly bind
without paying the energetic penalty for target base-pair
disruption; this leads to high-affinity binding. Most interestingly,
this argument can be reversed by stating that molecular
structures with the ability to bind strongly to abasic sites in
DNA should have the potential to flip out nucleobases.


In the course of our studies on structural recognition of DNA
by synthetic ligands,[12] we demonstrated that the macrocyclic
bisacridine BisA (Scheme 1) is able to bind specifically to DNA
duplexes containing an apurinic (AP) site.[13] NMR and modeling


Scheme 1. Structural representation of the macrocycle BisA and the monomeric
derivative MonoA at pH 6.0.


studies have shown that a GC base pair next to a stable abasic
site (a tetrahydrofuran analogue) is sandwiched by the two
acridine units of the macrocycle.[14] The insertion of BisA into the
abasic-site pocket proceeds through an unprecedented binding
mode, namely threading bis-intercalation. Furthermore, binding
of BisA leads to a distortion of the abasic site, in which the
reduced sugar is pushed out, while the unpaired thymine is
slightly shifted toward the major groove. In contrast to the
abasic site duplex, fully paired control DNA is not recognized by
the macrocycle. These observations led us to assume that BisA
could also insert specifically into duplex DNA containing base
mismatches and flip one of the mismatched bases out of the
helix.


Here we present a study of the interaction of BisA with
different duplex oligodeoxynucleotides containing TT, TC, or TG
mismatches or a TA match at the target base pair position of the
adenine-specific DNA MTase M ¥ TaqI. We used thermal-denatu-
ration experiments to demonstrate specific recognition of the
mismatched site by BisA. Additionally, in analogy to M ¥ TaqI, the
enhanced reactivity of the mismatched thymine residue toward
potassium permanganate oxidation is in accordance with a
binding mode of BisA that involves base flipping.


Results and Discussion


Binding of the BisA macrocycle to duplexes containing various
base mismatches was investigated by thermal-denaturation
experiments. For these experiments, 17-mer duplex oligodeoxy-
nucleotides containing a TT, TC, or TG mismatch or a TA match in
the middle of the sequence were employed (Table 1). The control


TA 17-mer duplex melted at Tm�45.0 �C under our experimental
conditions. As expected, lower Tm values were observed for the
corresponding mismatched TT, TC, or TG 17-mer duplexes.
Interestingly, a significant increase in the melting temperature of
the TT-mismatch-containing duplex (Figure 1A) was observed in
the presence of one equivalent of BisA (�Tm��5.8 �C). The
effect leveled off at higher BisA concentrations. With two
equivalents of BisA, the TT 17-mer duplex is stabilized by �Tm�
�6.8 �C. A very similar effect was observed with the duplex
containing a TC mismatch (Figure 1B). The melting temperature
in the presence of two equivalents of BisA is increased by 7.1 �C
compared to the melting temperature of the TC 17-mer duplex
alone. In the case of the more stable duplex containing a TG
mismatch (Figure 1C) the stabilization by two equivalents of
BisA is more modest (�Tm��3.1 �C). However, in all three cases,
the stabilizing effect of BisA almost completely compensates for
the drop in melting temperature resulting from the introduction
of the mismatches. Thus, the increase in melting temperature,
which should reflect the binding affinity of BisA to the
mismatched site, is inversely correlated to the thermodynamic
stability of the mismatch as indicated by the corresponding Tm


values. Such behavior is expected for mismatch-specific binding
and has also been observed with other synthetic ligands that
recognize mismatches.[15]


Most importantly, no shift of the melting curve toward higher
temperatures was observed with the fully paired TA 17-mer
duplex in the presence of one or two equivalents of BisA
(Figure 1D). This result indicates that BisA does not significantly
bind to fully paired DNA and that binding of BisA is mismatch-
specific.


In contrast to the results with the macrocycle BisA, the
monomeric derivative MonoA (Scheme 1) leads only to a weak
stabilization of the TT and TC 17-mer duplexes (Table 1). It also


Table 1. Thermal stability of 17-mer duplexes in the absence and presence of
BisA or MonoA.[a]


5�-CCAGTTCG T AGTAACCC-3�
3�-GGTCAAGC X TCATTGGG-5�


Additive X� T X�C X�G X�A
TT mismatch TC mismatch TG mismatch TA match


None 37.7 37.1 40.4 45.0
BisA
1 equiv 43.5 (�5.8) 42.9 (�5.8) 43.0 (�2.6) 45.0 (0)
2 equiv 44.5 (�6.8) 44.2 (�7.1) 43.5 (�3.1) 45.0 (0)
MonoA
2 equiv 39.8 (�2.1) 38.5 (�1.4) n.d.[b] 45.6 (�0.6)


[a] Tm values are given in �C (�0.2), and �Tm values relative to the duplexes
without additive are provided in parentheses. [b] not determined.
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leads to an increased melting temperature of the fully base-
paired TA 17-mer duplex. These results demonstrate that the
control compound MonoA, which binds duplex DNA through
classical intercalation,[16] is not able to discriminate between
mismatched and matched DNA. In addition, these results
establish that the macrocylic and the monomeric compound
exhibit very different binding modes and that cyclization of two
acridine units is needed for specific mismatch recognition.


Having demonstrated mismatch-specific binding of BisA, it
was now interesting to investigate whether binding of BisA
indeed induces flipping of one of the mismatched nucleobases,
as proposed in the introduction. For this purpose we made use
of the sensitivity of thymine residues toward potassium
permanganate oxidation.[17] Since potassium permanganate
attacks the C5�C6 double bond of the pyrimidine ring, thymine
residues in double-stranded DNA are less reactive than in single-
stranded DNA. Therefore, this oxidation reaction offers a
convenient method of probing solvent accessibility of thymine
residues in DNA. After oxidative conversion to 5,6-dihydroxy-5,6-
dihydrothymine (thymine glycol) the glycosidic bond can be
selectively cleaved with piperidine leading to DNA strand
breakage that can easily be detected by denaturing polyacry-
lamide gel electrophoresis (PAGE).


In fact, this assay for accessible thymine residues has already
been used to probe base flipping by DNA MTases M ¥ TaqI and
M ¥HhaI.[6] In the case of M ¥ TaqI, the target adenine within the 5�-
TCGA-3� recognition sequence was replaced by thymine, result-
ing in a TT mismatch. Treatment of such a duplex (36-mer) with
potassium permanganate followed by piperidine cleavage and
analysis by denaturing PAGE is shown in Figure 2. In the


presence of M ¥ TaqI (lane 1), a strong band appears while the
duplex alone (lane 2) does not show a prominent band. This
result clearly indicates that enzymatic base flipping leads to an
enhanced reactivity of the targeted thymine residue resulting in
strand cleavage. Most remarkably, a concentration of only 10 nM


of the BisA macrocycle also induces an enhanced reactivity of
the mismatched thymine residue (lane 3) while no matched
residue is susceptible to chemical oxidation. This result is almost
identical to that observed in the presence of M ¥ TaqI, and not
only demonstrates that binding of BisA is mismatch-specific but
also implies that it could lead to base flipping. In contrast to
BisA, the classical intercalator MonoA does not lead to an
enhanced reactivity of the mismatched thymine or any other
residue (lane 4).


With the fully paired TA duplex, the presence of BisA only
leads to minor background activities (lane 6), and the mono-
meric control compound MonoA does not induce any enhanced
reactivity (lane 7).


A clearly enhanced reactivity of the thymine residue is also
observed when it is mispaired with a guanine residue (lane 12)
but the resulting band has a weaker intensity than that obtained
with a duplex containing a TT mismatch (lane 3). This difference
could be explained by a weaker affinity of BisA to the
thermodynamically more stable TG mismatch, which is known
to form a wobble base pair.[18] In addition, this difference parallels
the smaller BisA-induced stabilization (�Tm) of the 17-mer TG
duplex in comparison with the 17-mer TT duplex (Table 1).


However, in the TC mismatch (lane 9), the mispaired thymine
residue is much less reactive than in the TTor TG mismatch. Since
the binding affinities of BisA to the TC and the TT mismatch


Figure 1. Effect of BisA on the melting profile of 17-mer duplexes containing A) a TT mismatch, B) a TC mismatch, C) a TG mismatch, and D) a TA match at the
corresponding position. Thermal denaturation studies were performed with duplexes (6 �M) in the absence of BisA (squares) or in the presence of 1 (triangles) or 2
(diamonds) equiv of BisA in cacodylate buffer (10 mM, pH 6.0) containing sodium chloride (10 mM).
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Figure 2. BisA-enhanced chemical reactivity of mismatched thymine residues.
36-mer duplexes (5 nM) containing a TT, TC, or TG mismatch or a TA match at
the corresponding position were treated with potassium permanganate and then
with piperidine. Strand cleavage was analyzed by denaturing PAGE and
autoradiography. The strand containing the probed thymine residue was 32P-
labeled at the 5�-end (indicated by a star). Prior to chemical treatment it was
hybridized to four different DNA strands. The sequences of the resulting duplexes
(X� T, A, C, or G) are given on the right-hand side. The sequence recognized by
the DNA MTase M ¥ TaqI (X� T) is boxed. The position of bands resulting from
oxidation of the probed thymine residue is indicated by a line. Lanes 1 ± 4:
TT mismatch duplex in the presence of M ¥ TaqI (50 nM), without addition, addition
of BisA (10 nM), addition of MonoA (10 nM); lanes 5 ± 7: TA match duplex alone,
addition of BisA (10 nM), addition of MonoA (10 nM); lanes 8 ± 10: TC mismatch
duplex alone, addition of BisA (10 nM), addition of MonoA (10 nM); lanes 11 ± 13:
TG mismatch duplex alone, addition of BisA (10 nM), addition of MonoA (10 nM).


should be similar, as indicated by a very similar increase in
melting temperature (Table 1), the low reactivity may result from
a binding mode in which the opposing cytosine residue rather
than the thymine residue of the labeled strand is predominantly
pushed out of the DNA helix.


In summary, the capacity of BisA to strongly stabilize the TT
mismatch duplex, its inability to increase the melting temper-
ature of the fully paired TA duplex, and its stimulation of
enhanced reactivity of thymine in a mismatched TT duplex are
clearly indicative of mismatch-specific binding of BisA. In
addition, the oxidative display of the mismatched thymine
suggests that the macrocycle BisA inserts at the TT site and
concomitantly displaces one of the thymine residues from the


helical stack. In analogy to the structure of BisA bound to a
duplex with an abasic site[14] we propose that BisA sandwiches a
base pair flanking the mismatch site thereby flipping one of the
mismatched bases out of the DNA helix (Scheme 2). Although
more functional and structural data are needed to definitively


Scheme 2. Proposed binding mode of BisA to DNA containing a mismatched
site. A neighboring base pair is sandwiched by the macrocycle so that one of the
mismatched nucleobases is flipped out of the DNA helix.


prove the presence of an extrahelical base in the complex of
mismatch-containing DNA and BisA, this work clearly suggests
that base flipping in DNA may not be restricted to enzymes but
could also be induced by the binding of small synthetic ligands.
In this respect it is interesting to note that �-cyclodextrin was
recently employed to trap spontaneously flipped-out bases.[19]


However, in contrast to our studies, which were performed with
nanomolar or micromolar concentrations of BisA, �-cyclodextrin
was employed at millimolar concentration in order to elicit a
small decrease in melting temperature. This is in contrast to BisA,
which leads to an increase in melting temperature of DNA
containing a mismatch. Thus, different binding modes can be
assumed, such as innerhelical binding for BisA and extrahelical
binding for �-cyclodextrin.


Conclusion


We have demonstrated that the macrocycle BisA, which strongly
binds to abasic sites, can also specifically recognize DNA base
mismatches. The binding is accompanied by an increase in the
melting temperature of mismatched DNA almost to the level of
fully matched DNA. This property makes BisA interesting for
hybridization experiments, for which degenerate pools of
oligodeoxynucleotides need to be used. Here BisA could act
as a mismatch rectifier and counteract the dilution of the
degenerate probe due to nonpairing components.


In addition, BisA represents an attractive probe for recogniz-
ing DNA mismatches. Unfortunately, the macrocycle is poorly
fluorescent due to interchromophoric quenching (excimer
effect) of the two acridine units,[20] so that its direct use for
optical detection of structural heterogeneity of DNA can be
ruled out. However, the attachment of a small-sized fluorophore
to the macrocyclic scaffold could provide a valuable sensor for
single-base alteration, assuming that the functionalization will
not affect the binding specificity.


Finally, the combination of BisA with potassium permanga-
nate leads to specific cleavage of thymine from a GT mismatch,
so that it can be regarded as a chemical analogue of a GT
mismatch-specific DNA glycosylase.[9d] It is also conceivable that
BisA binds to other DNA mismatches resulting from chemical
damage of nucleobases. Thus, it could interfere with a variety of
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different DNA repair glycosylases. The presence of BisA could
sterically block binding of DNA glycosylases to their target site
thus act as a DNA-glycosylase inhibitor. Such inhibitors are of
pharmacological interest because most clinically used antitumor
agents exert their cytotoxicity by damaging DNA, and their
action is often counteracted by DNA repair enzymes.[21]


Experimental Section


BisA and MonoA were synthesized as described before.[20] The DNA
MTase M ¥ TaqI was isolated as previously reported.[3b] Oligodeoxy-
nucleotides were purchased either from Eurogentec or from MWG-
Biotech. The following 17-mer and 36-mer duplexes were used in this
study:


5�-CCAGTTCG T AGTAACCC-3�
3�-GGTCAAGC X TCATTGGG-5�


X�T (TT 17-mer duplex), X�C (TC 17-mer duplex), X�G (TG 17-mer
duplex), X�A (TA 17-mer duplex) and


5�-GCTGTTGAGATCCAGTTCG T AGTAACCCACTCGTGC-3�
3�-CGACAACTCTAGGTCAAGC X TCATTGGGTGAGCACG-5�


X�T (TT 36-mer duplex), X�C (TC 36-mer duplex), X�G (TG 36-mer
duplex), X�A (TA 36-mer duplex).


Thermal-denaturation experiments : Thermal denaturation meas-
urements were performed with a Uvikon XL spectrophotometer. The
temperature of the six-cell holder was regulated by an electrical
thermosystem and controlled by a temperature sensor immersed in
a reference cell containing appropriate buffer. The rate of temper-
ature change was usually 0.4 �Cmin�1. Tm values were obtained by
calculating the first derivative of the melting curves. The melting
profiles were monitored at 270 nm and subtracted from the
absorbance at 500 nm, which was used as internal base line. All
measurements were performed with the 17-mer duplexes. To form
the duplexes, we incubated equimolar amounts of complementary
(TA duplex) or partly complementary oligodeoxynucleotides (TT, TC,
and TG duplex) in cacodylate buffer (10 mM, pH 6.0) containing
sodium chloride (10 mM) at 90 �C for 5 min, the duplexes were then
slowly cooled to room temperature and stored at 4 �C for 12 h. BisA
(6 �M or 12 �M) or MonoA (6 �M or 12 �M) was added to the duplexes
(6 �M), and the solutions were allowed to equilibrate at 4 �C for 3 h
before measurements were made.


Potassium permanganate oxidation assay : The 36-mer strand
containing the target thymine residue was 5�-labeled by treatment
with [�-32P]ATP and T4 polynucleotide kinase following standard
procedures.[22] 36-mer duplexes were formed by mixing equimolar
amounts of 32P-labeled strand and the different (partly) comple-
mentary strands in Tris-HCl buffer (10 mM, pH 8.0) containing EDTA
(1 mM). The mixtures were incubated at 95 �C for 2 min and then
slowly cooled to 30 �C. Permanganate oxidations of labeled 36-mer
duplexes (5 nM) were performed in sodium cacodylate buffer (100 �L,
10 mM, pH 6.0) containing potassium permanganate (0.8 mM) and
either BisA (10 nM), MonoA (10 nM), or no additive. Oxidative
modification in the presence of M ¥ TaqI was carried out as described
before[6] except that poly(dG-dC) was omitted. The solutions were
allowed to equilibrate at room temperature for 1 h before the
reactions were started by potassium permanganate addition. After
incubation at room temperature for 1 min, the reactions were


quenched by adding a solution of sodium acetate (100 �L, 1.5 M,
pH 7.0) containing �-mercaptoethanol (1 M). Oligodeoxynucleotides
were precipitated by addition of a solution (4 �L) of glycogen
(20 mgmL�1) and ethanol (600 �L) followed by incubation at �20 �C.
For oxidation-specific strand cleavage, the pellets were dissolved in
piperidine (100 �L, 1 M), and the solution was incubated at 90 �C for
1 h. After a second ethanol precipitation, samples were analyzed by
denaturing PAGE (15% DNA-sequencing gel containing urea). [22]


Radioactive bands were visualized by using a phosphorimager
(Molecular Imager System GS525, Bio-Rad).


Keywords: bioorganic chemistry ¥ DNA base flipping ¥ DNA
recognition ¥ enzymes ¥ macrocycles ¥ nucleobases
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Functionalizing Nanocrystalline Metal Oxide
Electrodes With Robust Synthetic Redox Proteins
Emmanuel Topoglidis,[a] Bohdana M. Discher,[b] Christopher C. Moser,[b]


P. Leslie Dutton,[b] and James R. Durrant*[a]


De novo designed synthetic redox proteins (maquettes) are
structurally simpler, working counterparts of natural redox pro-
teins. The robustness and adaptability of the maquette protein
scaffold are ideal for functionalizing electrodes. A positive amino
acid patch has been designed into a maquette surface for strong
electrostatic anchoring to the negatively charged surfaces of
nanocrystalline, mesoporous TiO2 and SnO2 films. Such meso-
porous metal oxide electrodes offer a major advantage over
conventional planar gold electrodes by facilitating formation of
high optical density, spectroelectrochemically active thin films with
protein loading orders of magnitude greater (up to 8 nmol cm�2)
than that achieved with gold electrodes. The films are stable for
weeks, essentially all immobilized-protein display rapid, reversible


electrochemistry. Furthermore, carbon monoxide ligand binding to
the reduced heme group of the protein is maintained, can be
sensed optically and reversed electrochemically. Pulsed UV excita-
tion of the metal oxide results in microsecond or faster photo-
reduction of an immobilized cytochrome and millisecond reoxida-
tion. Upon substitution of the heme-group Fe by Zn, the light-
activated maquette injects electrons from the singlet excited state
of the Zn protoporphyrin IX into the metal oxide conduction band.
The kinetics of cytochrome/metal oxide interfacial electron transfer
obtained from the electrochemical and photochemical data
obtained are discussed in terms of the free energies of the observed
reactions and the electronic coupling between the protein heme
group and the metal oxide surface.


Introduction


De novo design of synthetic redox proteins (maquettes)
generates a novel class of macromolecules that minimize the
structural complexity of natural proteins whilst retaining the
desired functional properties in an adaptable and robust amino
acid scaffold.[1±2] Redox protein maquettes serve as test beds for
studying biological electron transfer.[3] They have been em-
ployed to identify the requirements for protein assembly and
incorporation of redox cofactors, and to determine the factors
controlling in situ electron transfer and electrochemistry.
Furthermore, maquettes are designed to be environmentally
robust to foster the development of biochemical devices for
technological applications ranging from driving catalytic redox
reactions to biosensors and bioremediation. By adapting the
pattern of amino acid charges on the maquette surface, the
interaction with electrode surfaces and therefore the electron
transfer to/from the maquettes can be readily controlled.[4]


However, previous surface electrochemical studies of protein
maquettes have been constrained to planar electrodes[4, 5] and
the monolayer surface densities of self-adsorbed maquettes
provide only small, milliOD (OD, optical density units) spectro-
scopic signals. This major obstacle can be surmounted with
recent advances in metal oxide electrodes.
Nanocrystalline, mesoporous metal oxide electrodes combine


the properties of high surface area, optical transparency, and
electrical semiconductivity with excellent stability and ease of
fabrication. They are thus attracting attention for an increasingly


wide range of both scientific studies and technological device
applications. Many of these applications involve increasing the
functionality of such films by the adsorption of molecular or
biomolecular species to the surface of their constituent metal
oxide nanoparticles. This approach has been used, for example,
in the development of dye-sensitized photovoltaic cells, where
molecular dyes are employed to sensitize the films to visible
light,[6] and in the development of electrochromic displays,
where the application of an electrical bias is employed to
modulate the redox state, and therefore the color of redox
molecules immobilized on the film surface.[7] The approach has
been further extended to the immobilization of a range of
biomolecules, including redox proteins, enzymes, and nucleic
acids, which leads to a range of bioelectrochemical and
biosensing functions.[8±12]
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We have combined progress in maquette design with that in
the development of metal oxide electrodes to immobilize a
synthetic redox protein maquette on nanocrystalline TiO2 and
SnO2 electrodes. Herein, we demonstrate that protein maquettes
can indeed be readily and stably immobilized upon such
electrodes. By means of electrochemical, spectroelectrochem-
ical, and photochemical studies, we have investigated the details
of maquette function and interaction with the electrode surface.
The protein maquette selected for this study, a four-�-helix
bundle, binds a heme moiety (iron protoporphyrin IX) analogous
to native cytochrome b, and exhibits reversible electrochemistry
and specific ligatation of CO when bound to modified gold
electrodes.[4] Nanocrystalline electrodes not only provide high
optical density spectral changes confirming these functions but
also the means for convenient rapid photoinduced electron
transfer from electrode to maquette. In addition, by exchanging
the Fe species in the heme group for Zn protoporphyrin, we
enable the complementary photoinduced electron transfer from
light-activated maquette to electrode.


Results


Protein immobilization


Immobilization of native redox proteins such as cytochrome c
(cyt c) and hemoglobin from aqueous solutions on nanocrystal-
line metal oxide films may be readily achieved at 4 �C with a high
binding stability and no detectable denaturation.[8±10] The
mesoporous structure of such films greatly enhances the active
surface available for protein binding compared to the geo-
metrical area (by a factor of up to 850 for an 8-�m-thick TiO2


film). The binding appears to be largely electrostatic and is
strongly influenced by the pH value and ionic strength of the
solution, and by the protein and film charges.[9]


At the pH value of the solution employed in this study (pH 7.0),
both the TiO2 and SnO2 films are expected to have negative
surface charges (zero charge at pH 5.5 and 5, respectively), which
favors electrostatic interactions with the cluster of positively
charged lysine residues located on the heme-binding end of the
cyt b maquette. Strong binding was indeed observed for both
the Fe and Zn cyt b maquettes and resulted in orange and yellow
coloration of the metal oxide films, respectively. Immobilization
was quantified by UV/Visible absorption spectroscopy, as
illustrated in Figure 1, which shows spectra obtained following
immobilization on 8-�m-thick TiO2 and 4-�m-thick SnO2 films.
The absorption spectra of the immobilized iron(III) cyt b ma-
quette show the characteristic heme absorption bands at 412,
531, and 560 nm on both electrode surfaces. The absorption
spectrum of the immobilized Zn cyt b maquette shows bands at
427, 554, and 591 nm. All these bands are in good agreement
with the solution spectra of iron(III) cyt b and Zn cyt b,
respectively, which suggests the absence of protein denatura-
tion.[8±10] Indeed, the excellent stability of immobilized ma-
quettes throughout the course of our experiments (2 ± 3 weeks)
is consistent with our previous observation that the stability of
immobilized proteins is greater than that of the same proteins
suspended in solution.[9] This excellent stability prob-


Figure 1. Absorption spectra of a 4-�m-thick nanoporous SnO2 and an 8-�m-
thick nanoporous TiO2 film after the immobilization of the Fe cyt b maquette on
their surfaces. The spectrum of an 8-�m-thick nanoporous TiO2 film after the
immobilization of Zn cyt b maquette is also shown. All spectra shown are those
obtained after subtraction of the spectra recorded for protein-free films.


ably derives from the hydrophilic nature of the metal oxide
surface and/or spatial restrictions on the conformational
changes of the immobilized maquettes.
For both the Fe and Zn porphyrin maquette films, the


achieved protein loading approaches a monolayer coverage
over the internal surface of the porous films. The protein
loadings of the iron(III) cyt b maquette/metal oxide films were
determined from the observed optical densities. By using an
extinction coefficient of 120000M�1 cm�1 at 412 nm for the
iron(III) cyt b maquette, loadings of 8 and 3 nmol were calculated
for the 8-�m TiO2 and 4-�m SnO2 films, respectively (film
geometric areas of 1 cm2). Film surface areas of 800 and 300 cm2


were determined from previous Brunauer, Emmett, and Teller
(BET) gas adsorption analyses for the TiO2 and SnO2 films,
respectively; these coverages both correspond to approximately
1700 ä2molecule�1. Comparable coverage was achieved previ-
ously on gold electrodes coated with a monolayer of 11-
mercaptoudecanoic acid (2300 ä2molecule�1).[4]


Cyclic voltammetry


The nanoporous SnO2 electrode exhibits a greater electrical
conductivity than the TiO2 electrode over the potential range of
interest, as we have reported elsewhere.[13] Our cyclic voltam-
metry (CV) studies therefore focused on Fe cyt b maquette/SnO2


films. Experiments were carried out in degassed, protein-free
buffer solution, without the use of any electron transfer
promoters or mediators. Typical CV data are shown in Figure 2
for both the protein-loaded film and for the protein-free control
film (inset). The data for the control, protein-free film show the
characteristic charging/decharging currents assigned to electron
injection into conduction band/sub-band-gap states of the SnO2


film. The voltammogram integrates to approximately zero,
which indicates that faradaic currents are negligible. It is further
apparent that the SnO2 film exhibits significant charging, and
therefore conductivity, for potentials of up to 0.2 V versus Ag/
AgCl. Data for the protein-loaded film are shown as a function of
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Figure 2. Cyclic voltamograms of Fe cyt b maquette immobilized on a nano-
porous SnO2 electrode in phosphate buffer (0.01 M, pH 7.0) at 25, 50, 75, and
100 mV s�1 (from lowest to highest peak currents). The CV at 0.1 V s�1 in the same
buffer for a protein-free nanoporous SnO2 film is also shown (inset).


scan rate. These voltammograms show clearly defined oxidation
and reduction peaks superimposed on the film charging/
decharging currents. These peaks are assigned to maquette
reduction/oxidation, an assignment that is confirmed by spec-
troelectrochemical data detailed below. Peak positions and
currents are plotted as a function of scan rate in Figure 3.


Figure 3. Plots of cathodic (�) and anodic (�) peak potentials versus the
logarithm of the scan rate, v. The inset shows plots of the cathodic (�) and anodic
(�) peak currents versus scan rate.


Analogous data collected for Fe cyt b maquette/TiO2 films
yielded very similar reduction peaks to those of the SnO2 films;
however, as a result of the more limited conductivity of the TiO2


films, the oxidation peak could only be observed at the slowest
scan rate (data not shown). From the data on the SnO2 electrode
we obtain a midpoint potential for the immobilized Fe cyt b
maquette of �0.39 V versus Ag/AgCl, similar to the value of
�0.43 V we reported previously for planar gold electrodes
coated with 11-mercaptoundecanoic acid.[12]


Integration of the oxidation/reduction peak areas indicates
loadings of electroactive Fe cyt b maquette of around
2.2 nmol cm�2 film. This loading is of a similar magnitude to
that obtained from the optical absorption spectra and indicates
that a high proportion of the immobilized protein is electro-
active, which is consistent with spectrochemical data detailed
below. This high activity is indicative of a strong binding and
favorable orientation of the cyt b maquette on the electrode
surface. This conclusion is further supported by our observation
that the CV response showed excellent stability with no
detectable perturbation after the 5 ±10 repeat scans typically
carried out.
The scan-rate dependence of the reduction and oxidation


potentials shown in Figure 3 for the Fe cyt b maquette/SnO2


films exhibits a clear asymmetry. The reduction peak shows a
clear dependence upon scan rate typical of interfacial electron-
transfer-limited reduction. By using the Laviron analysis,[14] we
obtain a charge transfer coefficient (�) of 0.6 and an electron
transfer rate constant (ks) for this reduction reaction at zero
overpotential of 1.5� 0.3 s�1. The oxidation peak potential was
observed to be scan-rate independent up to the highest scan
rate employed (0.1 Vs�1). The use of higher scan rates resulted in
loss of a well-defined oxidation peak, attributed to electrical
conductivity limitations of the SnO2 film. The absence of any
scan-rate dependence is indicative of an electron transfer rate
constant for this oxidation reaction of more than 100 s�1.


Spectroelectrochemistry


The assignment of the CV peaks to cyt b maquette reduction and
oxidation was confirmed spectroelectrochemically by placing
the working electrode of the spectroelectrochemical cell em-
ployed for the CV studies in the sample beam of the UV/Vis
spectrometer. Figure 4 shows typical spectroelectrochemical
data for the Fe cyt b maquette/SnO2 films. Spectra are shown
as a function of applied potentials in the range �0.1 to �0.5 V
versus Ag/AgCl. The application of a negative potential results in
a shift in the Soret band peak from 412 to 426 nm and an
increase in the intensity of the sharp � and � bands at 527 and


Figure 4. UV/Vis absorption spectra for electrochemical reduction of the oxidized
iron(III) cyt b maquette immobilized on a nanoporous SnO2 film at increasingly
negative potentials (�0.1 to �0.5 V).
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560 nm. These spectral changes are in accordance with solution
spectra for the reduction of the cyt b maquette from its FeIII to its
FeII state,[15] and are indicative of essentially complete (�90%)
reduction of the immobilized cyt b maquette. Reoxidation of the
immobilized Fe cyt b maquette on the nanoporous SnO2


electrodes could be achieved by applying a positive bias (0 ±
0.2 V) to the SnO2 electrode (data not shown).
Figure 5 shows the absorbance of the reduced Fe cyt b


maquette on the SnO2 film as a function of the applied negative
potential, as determined from the spectroelectrochemical data
shown in Figure 4, and a fit of these data to the Nernst equation.
A good fit is obtained to the Nernst equation, which yields a
midpoint potential of �0.4�0.01 V versus Ag/AgCl, a result in
good agreement with the CV data and our previous studies on
gold electrodes.[4]


Figure 5. The proportion of Fe cyt b maquette reduced on a nanoporous SnO2


film can be determined from its optical absorbance at 560 nm as a function of the
applied potential.


CO binding


Figure 6 shows the absorption spectra for the Fe cyt b maquette/
SnO2 film both in the presence and absence of carbon
monoxide. The absorption spectrum of the oxidized maquette
was found to be independent of the presence of CO, which
indicates[15] a low CO binding constant to the oxidized heme, as
expected. After electrochemical reduction of the immobilized
cyt b maquette to the iron(II) state by the application of �0.5 V,
clear spectral changes indicative of CO ligation were observed.
The shift in the heme Soret absorption maximum from 426 to
419 nm accompanied by the appearance of � and � absorption
bands at 537 and 565 nm is in good agreement with solution
phase studies of CO binding.[15] Such CO binding has previously
been attributed to CO ligation to the ferrous bis-histidyl heme
groups in the maquette by displacement of one of the histidine
residues. CO binding was fully reversible, with the application of
a positive (�0.2 V) potential resulting in heme oxidation,
concomitant CO release, and return of the heme group to its
bis-histidyl ligation state. These observations provide further
confirmation of the structural and functional integrity of the
immobilized maquette.


Figure 6. Absorption spectra of (A) iron(III) cyt b maquette, (B) iron(II) cyt b
maquette, and (C) carbonyl iron(II) cyt b maquette immobilized on a nanoporous
SnO2 film. Iron(II) cyt b was generated by the application of �0.5 V electro-
chemically. Carbonyl iron(II) cyt b maquette was subsequently generated by the
addition of 3 �M CO to the electrolyte.


Transient spectroscopy of protein/electrode electron transfer


The optical transparency and high surface area of the metal
oxide films allow electrochemical studies of interfacial electron
transfer processes to be complemented by transient optical
techniques. Two methodologies have been reported that
employ transient optical spectroscopies to interrogate electron
transfer dynamics between the natural Fe-mesoporphyrin-con-
taining cyt c and TiO2 electrodes. After pulsed band-gap
excitation of TiO2 electrodes, either photoreduction of adsorbed
iron(III) cyt c or photooxidation of adsorbed iron(II) cyt c was
observed depending on the redox state of the adsorbed
cytochrome prior to the pulsed excitation.[8] No electron transfer
was observed following direct excitation of the Fe cyt c ; this
observation was attributed to the short lifetime of the Fe heme
excited state. However, with zinc-substituted cyt c, efficient
charge separation was observed following photoexcitation of
the Zn cyt c, monitored both by quenching of the singlet excited
state lifetime of the Zn cyt c and the appearance of long-lived
photoinduced absorption assigned to oxidized Zn porphyr-
in.[16, 17] The high charge separation yield observed for this zinc-
substituted cytochrome was attributed to the longer singlet-
excited-state lifetime of the Zn porphyrin (�3 ns) compared to
that of the Fe-containing molecule. This longer lifetime favors
efficient electron transfer from the singlet excited state into the
TiO2 electrode conduction band. This charge-separated state
subsequently decayed as a result of interfacial charge recombi-
nation, with a half-time of 200 ms. We apply herein both
methodologies, pulsed band-gap and direct excitation, to the
study of interfacial electron transfer dynamics for cyt b ma-
quette/TiO2 films.
Pulsed laser excitation at 337 nm was employed to achieve


TiO2 band-gap excitation of Fe cyt b maquette/TiO2. Transient
absorption data were collected at probe wavelengths of 530 and
550 nm, which correspond to absorption maxima of the iron(III)
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and iron(II) cyt b species, respectively. Transient data are shown as
previously,[8] as the difference between the transient signals at
550 and 530 nm (Figure 7); in this way, contributions to the
transient signal from photogenerated species within the TiO2


electrode are removed. A long-lived positive signal is observed,
assigned to photoreduction of the heme group from its iron(III)


Figure 7. Transient absorption data obtained following pulsed excitation of an
iron(III) cyt b maquette/TiO2 film at 337 nm. Control data are shown for a protein-
free film. Data are shown as the difference between the transient optical signals
at probe wavelengths of 560 and 530 nm; contributions to the transient signal
from photogenerated species within the TiO2 film are thus removed and only data
resulting from redox changes of the iron(III) cyt b are shown.


resting state to an iron(II) species. The rise time of this transient
signal, which corresponds to the kinetics of heme reduction, is
�100 �s. The transient signal decays with a half-time of
approximately 20 ms, assigned to the return of the heme group
to its iron(III) state. In contrast to the results of our previous
studies of Fe cyt c/TiO2 films,[8] prolonged UV illumination of the
Fe cyt b maquette/TiO2 film did not result in net heme reduction.
This result is consistent with the more negative midpoint
potential of the cyt b maquette.
Photoinduced electron transfer between the Zn cyt b ma-


quette and TiO2 electrode surface was achieved by employing
pulsed laser excitation at 554 nm, an absorption maximum of the
Zn cyt b maquette (see Figure 1). Transient absorption data were
collected at a probe wavelength of 630 nm (Figure 8). Control
data for a TiO2 film in the absence of Zn cyt b showed no
resolvable signal (Figure 8, gray line), which is consistent with
the negligible optical density of the TiO2 film alone at the
excitation wavelength. For the Zn cyt b maquette/TiO2 film, a
rapid (�1 �s) absorption increase is observed that subsequently
decays with a half-time of 7� 3 ms. The absorption increase is
assigned to photoinduced absorption of the Zn protoporphyrin
cation and photoinjected TiO2 electron. The signal decay is
assigned to charge recombination between these two species,
consistent with our previous studies.[18] The absorption increase
is of similar magnitude to that observed previously for Zn
cyt c/TiO2 films[16] and is indicative of a similarly high yield of
charge separation and therefore an electron transfer rate


Figure 8. Transient absorption data observed following pulsed laser excitation of
a Zn cyt b maquette/TiO2 film immersed in pH-7.0 buffer solution. Control data for
a blank TiO2 film are also shown. Data were collected at a probe wavelength of
630 nm with excitation at 554 nm.


comparable with or faster than the Zn protoporphyrin excited
state decay to the ground state, that is, a transfer rate of at least
108 s�1.[19]


Discussion


We have demonstrated that immobilization upon nanocrystal-
line, mesoporous metal oxide substrates is a powerful route to
investigating the function of a protein maquette. Strong
adsorption of the cyt b maquette employed in this study on
both TiO2 and SnO2 electrodes is observed, with a protein
loading of up to 8 nmolcm�2 film. By analogy to our previous
studies of natural protein adsorption,[8±10] this strong binding can
be attributed to favorable electrostatic interactions between the
negatively charged TiO2 surface and the designed, positive patch
of surface lysine residues localized around the heme binding
pocket of the maquette, as illustrated in Figure 9. Spectroscopic,
electrochemical, and ligand binding studies all confirm that the
immobilized maquette maintains its solution structure and
functionality. Essentially all (�90%) the immobilized protein was
shown to be electrochemically active, which is consistent with a
favorable orientation of the maquette on the film surface.
Voltammograms of the films show quasireversible electron
transfer from SnO2 to the immobilized maquette, with the
midpoint redox potential of the maquette similar to that
observed on gold-modified electrodes and in solution.[4] The
reversible electrochemistry we observed was obtained without
the addition of any electron transfer mediators or promoters,
which is in agreement with the suggested bound state of the
maquette on the electrode and close proximity of the heme to
the surface. The experiments were conducted under anaerobic
conditions to avoid the surface reduction of oxygen, and at
moderate potentials insufficient to generate molecular hydro-
gen, consistent with the absence of significant Faradaic currents
in our experiments.
We employed two experimental techniques to probe inter-


facial electron transfer dynamics between the cyt b maquette
and the TiO2 electrode: cyclic voltammetry and transient
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Figure 9. Cytochrome b maquette structure : The 68 amino acid peptide is
oxidized to form a disulfide bond and a four-helix bundle. The four-helix bandle
can coordinate two heme groups by bis-histidyl ligation to form the heme protein
maquette. The first heme group (black) binds tightly and the second heme group
(dashed line) binds weakly. A ratio of 0.7 heme/bundle assured that the cyt b
maquette did not contain more than one heme group. Glutamate residues
(negatively charged aa) are distributed near the glycine loop, whereas lysine
residues (positively charged aa) are concentrated at the opposite end of the
protein. At neutral pH, binding of the cyt b maquette on the metal oxide film
occurs by electrostatic interaction between the lysine residues of the cyt b
maquette and the negatively charged oxygen moieties on the surface of the metal
oxide electrode.


absorption spectroscopy. The scan-rate dependence of the cyclic
voltammetry reduction and reoxidation peaks allows determi-
nation of the zero free energy electron transfer rate constants.
The reduction and reoxidation peaks exhibit distinct scan-rate
dependencies indicative of electron transfer rate constants of
around 1.4 and more than 100 s�1 for the reduction and
reoxidation processes, respectively. Such asymmetric behavior
was not observed in cyclic voltammetry studies of the cyt b
maquette adsorbed on modified gold electrodes,[4] nor was it
observed in analogous studies of other natural proteins such as
cyt c and hemoglobin absorbed on the same SnO2 electrodes.[13]


The observation of distinct rate constants for the reduction and
oxidation processes can most easily be rationalized in terms of
an electrostatically driven reorientation of the maquette on the
electrode surface in response to the variation of the applied bias.
Such reorientation processes have been discussed previously, for
example for cyt c adsorbed on monolayer tin oxide electrodes.[19]


The presence of such reorientation processes means that the
rate constants reported herein can only be regarded as
indicative of the electron transfer dynamics, rather than as
unique rate constants.
Pulsed laser excitation of the Zn cyt b maquette adsorbed on


TiO2 electrodes produces a long-lived transient absorption
signal. By analogy with our previous studies of Zn-substituted
cyt c, this signal is assigned to the charge-separated state
resulting from electron injection from the singlet excited state of
the Zn cyt b into the TiO2 conduction band. Consideration of the
yield of this charge separation, as evidenced by the magnitude
of the transient signal, indicates a rate constant for electron
injection of comparable magnitude to the rate of singlet-excited-
state decay to the ground state, kinj�108 s�1. The large
magnitude of this rate constant compared to that obtained
from the CV studies can largely be rationalized in terms of the


large energetic driving force for this reaction. The singlet excited
state oxidation potential of Zn cyt b is expected to be around
1 eV more negative than the TiO2 conduction band edge, which
allows essentially activationless electron injection into conduc-
tion band states with an energetic driving force �G equal to the
reorganizational energy �. In contrast, the CV measurements
correspond to a zero free energy measurement of the electron
transfer rate constant, with correspondingly large activation
energy. According to nonadiabatic electron transfer theory, the
ratio P of the rate constants for activationless and zero free
energy electron transfer is given by Equation (1):


P � k��G � ��
k��G � 0� � exp


�


4kBT


� �
(1)


If we assume a value of ��1 eV, as we have previously,[4]


Equation (1) yields a value for the ratio P of 104. This analysis is
clearly only approximate and neglects, for example, integration
over the density of acceptor states, and differences in the TiO2


and SnO2 densities of states, but the method appears sufficient
to explain the main origin of the difference between the rate
constants observed in the CV and transient optical experiments.
After photoinduced charge separation, charge recombination


between the oxidized Zn cyt b and electrons photoinjected into
the TiO2 electrode is observed with a half-time of 7 ms. This half-
time is approximately one order of magnitude faster than we
have reported for the analogous recombination reaction be-
tween Zn cyt c and TiO2 electrodes. These faster recombination
dynamics are consistent with those reported previously for both
cyt c and cyt b maquettes adsorbed to modified gold electro-
des.[4] These dynamics can be attributed to a stronger electronic
coupling between the redox site and the metal oxide surface,
which is consistent with the more exposed position of the heme
group in the cyt b maquette compared to its position in cyt c.
For the Fe cyt b maquette/TiO2 electrodes, photoinduced


electron transfer can be initiated by band-gap excitation of the
TiO2 film at 337 nm. Such experiments avoid the need for Zn
substitution of the heme group; however, the interpretation of
data obtained from such band-gap excitation is complicated by
the generation of a range of reactive species.[8] An appropriate
subtraction procedure is therefore required to focus on redox
changes of the adsorbed heme group. By using this approach,
transient photoreduction of the iron(III) cyt b to iron(II) cyt b can
be observed. The kinetics of both the photoreduction and the
subsequent recombination reaction leading to reoxidation of
the heme group are at least an order of magnitude faster than
those we reported previously for Fe cyt c/TiO2 electrodes. This
result is again indicative of a stronger electronic coupling for the
cyt b maquette/TiO2 electrodes than for cyt c/TiO2.
The immobilized cyt b maquette retains its ability to ligate


carbon monoxide in its reduced iron(II) state, as demonstrated by
the spectroelectrochemical data shown in Figure 6. These data
exploit both the electrical conductivity of the film to achieve the
electrochemical reduction of the immobilized cyt b to the
desired iron(II) state, and the optical transparency and high
protein loading of the film to allow the optical detection of
spectral changes resulting from CO ligation. This albeit rather
simple demonstration of functionality clearly demonstrates the
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potential of this experimental approach. Our ability to synthesize
protein maquettes with increasingly complex functionality is
progressing rapidly. This progress will open up the potential to
fabricate protein maquette/nanoporous electrode systems with
functionality optimized for a wide range of technological
applications.


Experimental Section


Chemicals and solvents : All chemicals were of reagent grade and all
solutions were prepared in distilled deionized water. Horse heart
cytochrome c (Type VI) and hemin were purchased from Sigma
(Dorset, UK). Zn Protoporphyrin IX was purchased from Frontier
Scientific (Lancashire, UK). All other chemicals were purchased from
Merck (Dorset, UK). Sodium dihydrogen orthophosphate (0.01M) was
used to prepare the supporting electrolyte and its pH value was
adjusted to 7 with NaOH. Fluorine-doped tin oxide coated (TEC 15)
glass was purchased from Hartford Glass (Indiana, USA) and had a
sheet resistance of 15�2.


Preparation of electrodes : Aqueous suspensions of anatase TiO2


and SnO2 nanoparticles were prepared as described elsewhere.[13, 20]


Each suspension was applied to the surface of conducting glass
slides and spread with a glass rod. Before suspension deposition, the
conducting glass slides were washed with ethanol and heated at
450 �C. Masking the glass slides with Scotch tape controlled the
thickness and the width of the suspension deposited. The slides were
then allowed to dry in air before being heated for 20 min at 450 �C.
The film thickness was measured with a step profilimeter at the end
of the film preparation; typical film thicknesses were 4 or 8 �m. The
resulting TiO2 and SnO2 films had nanocrystalline, mesoporous
structures with a typical particle diameter of 18 nm and pore
diameters of 15 ± 20 nm. The slides were cut up to give film areas of
1 cm2. Immediately prior to biomolecule immobilization, the films
were reheated to 450 �C for 20 min and then allowed to cool to room
temperature.


Peptide synthesis : The synthesis of the cyt b maquette apoprotein
was conducted as reported previously.[4] The resulting 68 amino acid,
2-�-helix peptides (�1-1-�2) were dissolved in high-ionic-strength
phosphate buffer (50 mM phosphate, 0.6M NaCl) at pH 8.0 to yield a
final concentration of 0.04 mM �1-1-�2 . The peptide solution was
then exposed to air to allow the cysteine residues to oxidize to form
disulfide-linked homodimers (�1-1-�2-S-)2. Heme-(�1-1-�2-S-)2 forma-
tion was achieved by successive additions of 0.1 heme groups per
binding site from a stock solution of iron(III) photoporphyrin IX
(heme, 4 mM) in KOH (10 mM), until one heme group per bis-histidine
site was present, as monitored by the appearance of the ligated
heme Soret absorption maximum at 412 nm. The solution was well
stirred during each addition and then allowed to equilibrate for
5 minutes. The final concentration of KOH in the aqueous solution
was always lower than 1:1000 (v/v). The buffer composition was
exchanged on a Sephadex G-25M column, which also served to
remove unbound or only weakly bound heme groups. The same
procedure was used for the incorporation of Zn protoporphyrin IX
into the cyt b maquette apoprotein and led to a yield of more than
70% incorporation.


Protein immobilization : Protein immobilization was carried out by
using methodologies we have previously employed for a range of
natural proteins.[4±6] Immobilization was achieved by the immersion
of 1-cm2 TiO2 or SnO2 films in cyt b maquette solution (2 mL, 10 �M;
10 mM phosphate buffer, pH 7.0) at 4 �C for at least 3 ± 4 days. Protein


adsorption onto the TiO2 or SnO2 films was monitored by recording
the UV/Vis absorption spectra of the immobilized films at room
temperature on a Shimadzu UV-1601 spectrophotometer. Contribu-
tions to the spectra from scatter and absorption by the TiO2 or SnO2


film alone were subtracted; protein-free reference films were used as
a measure of this background signal. Prior to all spectroscopic
measurements, films were removed from the immobilization sol-
ution and rinsed in buffer solution to remove nonimmobilized
protein.


Electrochemical measurements : Electrochemical and spectroelec-
trochemical experiments were performed on an Autolab PGStat 12
potentiostat. The spectroelectrochemical cell was a 3-mL, three-
electrode cell with quartz windows. A platinum flag was used as the
counter electrode, Ag/AgCl in 3M KCl as the reference electrode, and
the metal oxide film on conducting glass as the working electrode.
The electrolyte, an aqueous solution of sodium phosphate (10 mM,
pH 7.0), was thoroughly freed of air by bubbling with Argon prior to
the experiments. For spectroelectrochemistry, the cell described
above was incorporated into the sample compartment of the
Shimadzu UV-1601 spectrophotometer and the absorption changes
monitored as a function of applied potential. All potentials are
reported with respect to Ag/AgCl. Carbon monoxide binding was
monitored by absorption spectra collected before and after the
addition of a saturated solution of CO. The saturated CO solution was
prepared by bubbling CO gas through phosphate buffer solution
(2 mL, 10 mM, pH 7.0) for 1 h at room temperature to give an
approximate concentration of CO of 1 mM.[21]


Transient absorption spectroscopy : Transient absorption spectros-
copy was employed to monitor the photoinduced interfacial
electron transfer between the cyt b maquette and the TiO2 films.
Two approaches were used. The Fe cyt b maquette/TiO2 films were
excited at 337 nm (0.07 mJcm�2, 0.1 Hz), which corresponds to band-
gap excitation of the TiO2. The Zn cyt b maquette/TiO2 film was
excited at 554 nm (0.07 mJcm�2, 0.1 Hz), which corresponds to direct
excitation of the Zn protoporphyrin. Data were collected at probe
wavelengths in the range 530 ±630 nm. Details of the experimental
apparatus have been given previously.[8] Probe light was provided by
a 100-W tungsten lamp and wavelength selection was achieved by
placing monochromators before and after the sample. Changes in
optical density induced by the excitation pulses were monitored by
an Si photodiode and custom-built amplification/filtering electron-
ics, and digitized by a Tektronics TDS220 digital storage oscilloscope.
Control data were collected by using films with no adsorbed protein.
For all experiments, the film was covered in sodium phosphate
solution (10 mM, pH 7.0).
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Metal-Chelating Amino Acids As Building Blocks
For Synthetic Receptors Sensing Metal Ions And
Histidine-Tagged Proteins
Silke Hutschenreiter, Lars Neumann, Ulf R‰dler, Lutz Schmitt, and Robert Tampe¬*[a]


Protein structure and function rely on a still not fully understood
interplay of energetic and entropic constraints defined by the
permutation of the twenty genetically encoded amino acids. Many
attempts have been undertaken to design peptide ± peptide
interaction pairs and synthetic receptors de novo by using this
limited number of building blocks. We describe a rational approach
to creating a building block based on a tailored metal-chelating


amino acid. N�,N�-bis(carboxymethyl)-L-lysine can be flexibly
introduced into peptides by 9-fluorenylmethoxycarbonyl solid-
phase chemistry. The corresponding metal-chelating peptides act
as metal sensors and synthetic receptors for histidine-tagged
proteins. These biochemical tweezers will open new ways to control
protein ± protein interactions, to design peptide-based interaction
pairs, or to generate switchable protein function.


Introduction


Modern techniques in structural biology have increased our
knowledge of the structure and function of biomolecules
exponentially. However, the design of a protein with defined
or modified function(s) or secondary structure elements such as
� helices or � sheets is still a challenging task.[1, 2] Nevertheless,
success in designing coiled coils,[3, 4] helical bundles,[5, 6] �-
turns,[7, 8] and hairpins[9, 10] has demonstrated that, in principle,
de novo design of proteins or protein ±protein interactions is
feasible. A general approach for the rational design of peptides
with novel functions, protein-mediated recognition processes, or
protein ± protein interactions is extremely desirable but is still
not in sight. In general, recognition processes are determined by
a complex superposition of many weak long- and short-range
forces (electrostatic, van der Waals, and hydrogen bonds) as well
as entropic constraints, which in concert are difficult to predict
and to control. Alternatively, ligands can be coordinated
precisely in a three-dimensional arrangement by complex
formation. For example, (Ni2� :nitrilotriacetic acid)n derivatives
of cyanine fluorochromes can function as fluorescence reso-
nance energy transfer (FRET) acceptors for fluorescein-labeled
histidine-tagged DNA±protein complexes and proteins in a
distance-dependent manner.[11] Herein we describe a synthetic
amino acid that can be incorporated into any polypeptide by
solid-phase peptide synthesis. Potential applications of these
metal-chelating units as metal sensors and building blocks for
synthetic receptors that interact specifically with histidine-
tagged peptides and histidine fusion proteins are discussed.


Results and Discussion


Building blocks for the coordination of metal ions and their
incorporation into peptides or proteins have already been


described.[12±18] However, in most cases several amino acids are
necessary to form stable metal complexes. In our approach, one
metal-chelating side chain is sufficient and can bind in a
subsequent step to histidine residues located in a target
biomolecule, which results in stable, coordinative ™cross-linking∫
of the two molecules. Most efficient are clusters of histidine
residues, as in the so-called His tag.[19]


The synthesis of the metal-chelating amino acid 4 is described
in Scheme 1. By starting from the commercially available L-Lys
derivative N�-Z-Lys-OBzl (Z�benzyloxycarbonyl, Bzl�benzyl),
Fmoc-protected IDA-Lys 4 (termed �) can be obtained in three
steps. The protection group ensures that the building block is
compatible with Fmoc solid-phase chemistry. Thus, an IDA-
peptide named RRYC�STEL, which is derived from the antigenic
epitope of human histone H3, was synthesized.


The ability of our building block � to form metal complexes
was studied by reversed-phase (RP) HPLC analysis of the peptide
RRYC�STEL (Figure 1). The free thiol group of the cysteine
residue was blocked by iodoacetamide. The IDA-peptide eluted
as a single peak at an elution time of 8.5 min (Figure 1a, black
chromatogram). Preincubation of the IDA-peptide with a 10-fold
molar excess of Ca2� (blue chromatograph) or Mg2� ions (data
not shown) did not alter the elution profile, which indicates that
neither calcium nor magnesium ions bind to the chelating
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peptide. In contrast, incubation of the IDA-peptide with a 10-fold
molar excess of Ni2� yielded a new product that elutes at 9.4 min
(Figure 1a, red chromatogram). The peak corresponding to
uncomplexed IDA-peptide could no longer be detected. The
minor second peak at 11.0 min most likely results from
dimerization of the IDA-peptide through complex formation
by two IDA groups, as described previously.[20] To demonstrate
that metal ions bind specifically to the building block � and not
to the peptide backbone or any other amino acid side chain, we
performed the same set of experiments with a peptide in which
the metal-chelating amino acid � was replaced by a lysine
residue. Incubation with Ni2� did not change the elution profile
of this IDA-free peptide (RRYC(2-acetylamide)KSTEL, Figure 1b).
Next, we investigated whether IDA-peptides interact with
imidazole, the simplest model ligand of the IDA group (Figure 1c
and d). Incubation with Ni2� ions and imidazole resulted in a
change in elution time for the �-containing peptide, while no
shift was detectable for the IDA-free peptide. These observations
indicate that a specific interaction of the metal-chelating amino
acid � with imidazole only occurs if the chelating amino acid is
loaded with nickel.


Transition metal ions are able to quench a fluorophore in close
proximity.[16, 21, 22] Thus, by attaching fluorescein to the peptide
adjacent to the metal-chelating unit � we were able to examine
complex formation and interaction with ligands. Incubation of
the fluorescence-labeled IDA-peptide RRYC(fluorescein)�STEL
(50 nM) with Ni2� (1 �M) resulted in a 70 ±80% reduction of the


emitted fluorescence within 20 min (Figure 2a, blue) compared
to the emission in the absence of Ni2� (Figure 2a , black). The
fluorescence response to Cu2� was even faster and more
pronounced (data not shown). In contrast, no change in the
fluorescence spectrum was detected in the presence of 1 mM


CaCl2 (Figure 2b) or MgCl2 (data not shown). In addition,
competition experiments with the quenched, nickel-loaded
IDA-peptide demonstrated that neither calcium nor magnesium
ions (up to 20 mM) bind to the nickel-loaded chelating unit �.
When the metal-chelating amino acid � within the peptide was
replaced by a lysine residue, no fluorescence quenching was
observed after addition of Ni2� (Figure 2c). These data demon-
strate again the specificity of complex formation between Ni2�/
Cu2� and the chelating amino acid �. Finally, we determined the
apparent complex dissociation constant of the IDA-peptide ±
nickel complex by metal-induced fluorescence quenching (Fig-
ure 2d). Titration of RRYC(fluorescein)�STEL with nickel ions
resulted in a binding curve that led to calculation of an apparent
dissociation constant of 20�3 nM (Figure 2d, filled squares).
Again, no effect on the fluorescence emission of the IDA-peptide
was detected upon titration with Ca2� ions, and titration of the
fluorescent IDA-free peptide with Ni2� resulted in no change in
emission.


The complex formed between the metal ion and the metal-
chelating amino acid should be sensitive to the docking of not
only imidazole and histidine but also His-tagged biomolecules.
Histidine-tagged peptides have been widely used to study the


Scheme 1. Summary of the synthesis of the metal-chelating amino acid�. The 9-fluorenylmethoxycarbonyl (Fmoc)-protected metal-chelating amino acid 4was used in
solid-phase peptide synthesis to obtain fluorescein-labeled N�,N�-bis(carboxymethyl)-peptides (IDA-peptides), such as RRYC(fluorescein)�STEL. The coordination sphere
of the metal-chelating amino acid is illustrated only schematically. Further details are given in the Experimental Section.
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molecular organization and orientation of histidine-tagged
biomolecules at self-assembled metal-chelating interfaces.[23±26]


The IDA-peptide (50 nM) was incubated with Ni2� (1 �M) and the
expected fluorescence quenching was detected (shift from the
black to the blue spectrum, Figure 3a). Strikingly, addition of a
His-tagged peptide, (GS)10H6, resulted in an almost complete
fluorescence recovery (Figure 3a, red spectrum). This recovery
was comparable with the effect of imidazole (data not shown). In
contrast, peptides without a histidine tag, such as (GS)10 or
RRYQKSTEL, did not induce any fluorescence recovery (Fig-
ure 3a, green spectrum). Control experiments with Ca2� (Fig-
ure 3b) or the IDA-free peptide (Figure 3c) showed no inter-
action with the His-tagged peptide. Interaction between the
IDA-peptide and His-tagged peptide was demonstrated by RP-
HPLC (pH 7.5) and subsequent identification of both interacting
partners by mass spectrometry (see Figure S1 in the Supporting
Information). These data are supported by the results of
fluorescence resonance energy transfer FRET studies, which
provided evidence for complex formation between fluores-
cence-donor-labeled IDA-peptides and fluorescence-acceptor-
labeled His-tagged proteins (see Figure S2 in the Supporting
Information). However, we would like to stress that the
magnitude of the FRET did not allow any further quantitative
evaluation.


To determine the apparent dissociation constant of the
peptide ±peptide conjugate, increasing amounts of histidine-


tagged peptide were titrated with the nickel-loaded IDA-peptide
(Figure 3d). The obtained binding curve was analyzed as
described in the Experimental Section and a dissociation
constant of 96�15 �M was calculated. In the absence of Ni2�,
no change in the fluorescence spectrum was observed.


The peptides used so far represent model systems that have
been designed to display weak, if any, additional electrostatic or
hydrophobic interactions with the building block �. However, in
the case of proteins such interactions must be expected and will
be the rule rather than the exception. Therefore, we carried out
experiments with bovine serum albumin (BSA), casein, 6�His-
tagged Mdl1-NBD,[27] and 6�His-tagged 20S proteasome.[28, 29]


BSA and casein are known to interact with nearly every surface or
protein through hydrophobic interactions. The 20S proteasome,
which plays an essential role in the homeostasis of the cell, was
chosen to demonstrate that our approach is also applicable to
multiprotein complexes. As summarized in Table 1, incubation of
RRYC(fluorescein)�STEL with the His-tagged proteins resulted in
a fluorescence recovery comparable to the intensity increase
observed with the His-tagged peptide. In contrast, no fluores-
cence recovery of the Ni ± IDA-peptide complex was observed
after incubation with BSA or casein.


Our data demonstrate that the chelating amino acid � binds
Ni2� and Cu2� ions with nanomolar affinities, but does not bind
Ca2� or Mg2� ions. The fact that neither Ca2� nor Mg2� would
interfere with measurements made using sensors containing� is


Figure 1. Specific complex formation of a metal-chelating peptide. a) RRYC(2-
acetylamide)�STEL (50 �L, 1 mM) was incubated in the absence (black chroma-
togram) and in the presence of NiCl2 (10 mM, red chromatogram) or CaCl2 (10 mM,
blue chromatogram) in buffer A and was analyzed by HPLC, with optical density
recorded at 216 nm. b) RRYC(2-acetylamide)KSTEL (50 �L, 1 mM) was analyzed in
the presence (red chromatogram) and absence (black chromatogram) of NiCl2
(10 mM) in buffer A. c) RRYC(2-acetylamide)�STEL (50�L, 1 mM) was incubated in
the absence (black chromatogram) and presence of NiCl2 (10 mM, red chroma-
togram) in buffer Aim (buffer A with imidazole ; see the Experimental Section for
details of the buffers used). d) RRYC(2-acetylamide)KSTEL (50 �L, 1 mM) was
analyzed in the presence (red chromatogram) and absence (black chromato-
gram) of NiCl2 (10 mM) in buffer Aim. In all experiments a linear gradient (0% buffer
A or Aim to 100% buffer B or Bim) was applied (marked as a diagonal line in (a)).


Figure 2. Sensing of nickel ions. The emission spectra of RRYC(fluorescein)�STEL
(50 nM) in the absence (black) and presence (blue) of 1 �M NiCl2 (a) or 1 mM CaCl2
(b) were compared. In addition, the emission spectra of RRYC(fluorescein)KSTEL
(50 nM), which lacks the IDA group, both in the absence (black) and presence
(blue) of NiCl2 (1 �M) were recorded (c). The fluorescence intensity (�ex/em� 470/
535 nm) of RRYC(fluorescein)�STEL (50 nM) was analyzed as a function of the
nickel concentration (d, filled squares). Background-corrected fluorescence
intensity was normalized to the maximal fluorescence intensity Fo . As controls,
experiments were carried out with Ca2� (filled circles) and RRYC(fluorescein)KSTEL
(open squares). All fluorescence spectra were recorded in 1M NaCl, 40 mM 2-[4-(2-
hydroxyethyl)-1-piperazinyl]ethanesulfonic acid (HEPES), pH 7.4 at 25 �C. Error
bars represent � standard deviation (SD; n� 3). F, fluorescence intensity.
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very important for studies of proteins where the function or
stability depends on the presence of Ca2� or Mg2� ions. As a
result of the use of fluorescence as the read-out for metal-ion
binding, a highly sensitive set-up was developed that needs only
minimal sample concentration or volume. In terms of detection
efficiency, this approach is superior to, for example, introduction
of 8-hydroxyquinoline (oxine) into peptides as a sensor of metal
binding.[30] In addition, the fluorescence recovery upon binding


of His-tagged proteins might be a new and valuable tool in the
detection of histidine fusion proteins, for instance, within whole-
cell extracts. Control peptides or proteins without a His tag did
not bind to the IDA-peptide, which indicates the specificity and
selectivity of the recognition process. But even more sophisti-
cated applications than sensors can be envisioned. Combinato-
rial peptide libraries containing more than one metal-chelating
amino acid � could be used for the selection of optimal, high-
affinity peptide partners to extend the concept to multivalent
binding. Thus, novel high-affinity, low-molecular-weight inter-
action pairs, termed biochemical tweezers, could be identified.
Alternatively, placement of the chelator amino acid at defined
positions of a polypeptide chain by in vitro translation[31, 32] or the
intein strategy[33±35] would generate protein ±protein interfaces
for switchable intra- and intermolecular interactions. Metal-
chelating amino acids may further guide the design of proteins
with novel properties.


Experimental Section


N�-Z-N�,N�-bis(tert-butyloxycarbonylmethyl)-L-lysine-benzylester
(2): tButyl bromoacetate (2.8 mL, 19 mmol) and diethylisopropyl-
amine (DIPEA; 4.0 mL, 23 mmol) were added to a solution of N�-Z-L-
lysine-benzylester (2.5 g, 4.7 mmol) in dimethylformamide (30 mL).
The reaction vessel was purged with nitrogen and heated to 50 �C for
24 h with continuous stirring. The volatile compounds were removed
at 50 �C under reduced pressure over 4 h. The crude product was
dissolved in CHCl3/DIPEA (50:4, 54 mL) and washed with water (3�
30 mL). The organic phase was dried over anhydrous sodium
sulphate and the solvent removed under reduced pressure. Yield:
2.4 g (85%). TLC (CHCl3/MeOH (10:1)): Rf� 0.3. 1H NMR (400 MHz,
CDCl3/trifluoracetic acid (TFA)): �� 7.35 (m; 5H-Z, 5H-Bzl), 5.20 (s;
2H-Bzl), 5.12 (s; 2H-Z), 4.45 (m; C2-H), 4.10 (m, 4H; N-(CH2)2), 3.45 (m,
2H; C6-H), 1.95 ± 1.60 (brm, 4H; C3-H, C5-H), 1.49 (s, 18H; (CH3)3), 1.39
(brm, 2H; C4-H) ppm. 13C NMR (125 MHz, CDCl3/TFA): �� 172.61
(COO-Bzl), 164.99 (COO-(CH3)3), 135.56 (C-Bzl), 129.38 (C-Bzl), 129.16
(C-Bzl), 128.77 (C-Bzl), 86.77 (2C; C-(CH3)3), 68.50 (Ar-CH2), 56.62 (2C;
N-CH2-COO-(CH3)3), 56.12 (N-CH-COOH), 54.98(CH2-CH2-N-(CH2)2),
54.05, 32.57, 31.88 (CH2-CH2-N-(CH2)2), 28.43 (6C; (CH3)3), 24.51(CH-
CH2), 22.67 (CH-CH2-CH2) ppm. MS (ESI): [M�H]� 599.


N�,N�-bis(tert-butyloxycarbonylmethyl)-L-lysine (3): N�-Z-N�,N�-
bis(tert-butyloxycarbonylmethyl)-L-lysine-benzylester (2 ; 1.2 g,
2 mmol) was dissolved in MeOH (100 mL) and, after the addition of
10% Pd/C, the reaction mixture was stirred under a hydrogen
atmosphere at 25 �C and ambient pressure for 3 h. The catalyst was
filtered off and the solvent was removed under vacuum. The crude
product was purified by silica column chromatography with CHCl3/
MeOH (3:1) as eluent. Yield: 560 mg (75%). TLC (CHCl3/MeOH/30%
AcOH, 5:3:1): Rf� 0.5. 1H NMR (400 MHz, CDCl3/TFA): ��4.00 (brm,
4H; N-(CH2)2), 3.84 (t ; C2-H), 3.29 (m, 2H; C6-H), 1.90 (m, 2H; C3-H),
1.68 (m, 2H; C5-H), 1.45 (brm, 2H; C4-H), 1.39 (s, 18H; (CH3)3) ppm.
13C NMR (125 MHz, CDCl3): ��171.40 (COOH), 82.53 (2C; C-(CH3)3),
56.39 (2C; N-CH2-COO-(CH3)3), 54.35 (N-CH-COOH), 30.48 (CH2-CH2-N-
(CH2)2), 28.37 (6C; (CH3)3), 26.86 (CH-CH2), 22.97 (CH-CH2-CH2) ppm.
MS (ESI): [M�H]��375.1.


N�-Fmoc-N�,N�-bis(tert-butyloxycarbonylmethyl)-L-lysine (4):
Fmoc-chloride (205 mg, 0.8 mmol) and DIPEA (0.14 mL, 0.8 mmol)
were added in succession to a solution of N�,N�-bis(tert-butyloxy-
carbonylmethyl)-L-lysine (3 ; 300 mg, 0.8 mmol) in dry CH2Cl2 (8 mL)
and the reaction mixture was stirred for 3 h at 25 �C under a nitrogen


Figure 3. Sensing of histidine-tagged peptides. The emission spectra of RRYC-
(fluorescein)�STEL (50 nM) are shown in (a) and (b) and those of RRYC(fluor-
escein)KSTEL (50 nM) in (c). Spectra were recorded in the absence (black) and
presence (blue) of 1 �M NiCl2 (a) or 1 mM CaCl2 (b) and after addition of 1 mM His-
tagged peptide, (GS)10H6 (red lines in (a ± c)) and of 1 mM RRYQKSTEL as a control
(green line in (a)). All fluorescence spectra were measured with the sample in 1M


NaCl, 40 mM HEPES, pH 7.4 at 25 �C. d) The dependence of fluorescence quenching
(�ex/em� 470/535 nm) on the concentration of His-tagged peptide in the presence
(filled squares) and absence (open squares) of 10 �M NiCl2 . Background-corrected
fluorescence signals were normalized to the maximal fluorescence F0 . Error bars
represent� SD (n� 2 or 3).


Table 1. Specific binding of nickel ions and His-tagged biomolecules to the
receptor peptide. Summary of fluorescence intensity changes (�ex/em� 470/
535 nm) of the IDA-peptide (RRYC(fluorescein)�STEL, 50 nM) in the presence of
different metal ions (1 �M), peptides (1 mM), or proteins (0.35 �M). All
fluorescence intensities are normalized to the fluorescence intensity of the
IDA-peptide in the absence of metal ions.


Fluorescence intensity [%]


IDA-peptide 100
�Ni2� 20
�Ca2� 100
�Mg2� 100
IDA-peptide � Ni2� 20
�His-tagged peptide, (GS)10H6 95
� (GS)10 20
�RRYQKSTEL 20
IDA-peptide � Ni2� 20
�His-tagged proteasome 79
�His-tagged Mdl1-NBD 88
� casein 20
�BSA 19
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atmosphere. The volatile compounds were removed under reduced
pressure and the crude product was redissolved in CH2Cl2 (20 mL)
and washed with an aqueous solution of NaH2PO4 (100 mM, 3� 5 mL,
pH 5.0). The organic phase was dried over anhydrous Na2SO4 and the
solvent removed under vacuum. The crude product was purified by
silica column chromatography with CHCl3/MeOH (50:1) as eluent.
Yield: 200 mg (60%). TLC (CHCl3/MeOH, 5:1): Rf� 0.8. 1H NMR
(400 MHz, CDCl3): �� 7.75 (d; 2H-Fmoc), 7.55 (brm; 2H-Fmoc), 7.39
(t; 2H-Fmoc), 7.29 (t; 2H-Fmoc), 4.95 (br s; C2-H), 4.40 (d; 2H-Fmoc),
4.19 (t; H-Fmoc), 4.10 (brm, 4H; N-(CH2)2), 3.38 (m, 2H; C6-H), 1.75 (m,
2H; C3-H), 1.61 (m, 2H; C5-H), 1.47 (s, 18H; (CH3)3), 1.39 (brm, 2H; C4-
H) ppm. 13C NMR (125 MHz, CDCl3): ��171.48 (COO(CH3)3), 163.53
(COOH), 157.05 (C�O, Fmoc), 144.68 (2C; Fmoc), 141.87 (2C; Fmoc),
128.21 (2C; Fmoc), 127.72 (2C; Fmoc), 125.60 (2C; Fmoc), 120.46 (2C;
Fmoc), 82.00 (C-(CH3)3), 67.60 (Fmoc), 56.40 (2C; N-CH2-COO-(CH3)3),
55.57 (N-CH-COOH), 54.91 (CH2-CH2-N-(CH2)2), 47.86 (CH2-CH2O,
Fmoc), 32.89 (CH2-CH2-N-(CH2)2), 32.21 (HOOC-CH-CH2), 28.78 (6C;
(CH3)3), 23.62 (CH-CH2-CH2) ppm. MS (ESI): [M�H]�� 597.5.


Synthesis of metal-chelating peptides : Peptides were synthesized
by the solid-phase technique with standard Fmoc chemistry and
were labeled with fluorescein at cysteine residues as described
previously.[36] In brief, cysteine-containing peptides were incubated
with a 1.2-fold molar excess of 5-iodoacetamido fluorescein (Molec-
ular Probes) in phosphate-buffered saline, 20% (v/v) dimethylform-
amide, pH 6.0 for 2 h at room temperature. After purification by RP-
HPLC, the identity of the peptides was verified by mass spectrometry.


BSA and casein were obtained from Sigma. Thermoplasma acid-
ophilum proteasome (6�His-tagged at the C terminus of the �


subunit) and the nucleotide-binding domain (NBD) of Mdl1 from
yeast (6�His-tagged at the N terminus) were expressed and purified
as described previously.[27±29]


Reversed-phase HPLC : The interaction of peptides RRYC�STEL and
RRYCKSTEL with Ni2� ions and imidazole was analyzed by reversed-
phase chromatography (SMART system, �RPC C2/C18 SC2.1/10,
Amersham Pharmacia Biotech). Free SH groups were blocked by a
12-fold molar excess of 2-iodoacetamide (Sigma) in NaCl (150 mM),
NaH2PO4/Na2HPO4 (10 mM, pH 6.5). Peptides (1 mM) were incubated
in buffer A (300 mM NaCl, 100 mM NH4Ac, H20, pH 8.0; 50 �L) for
15 min at 25 �C in the presence or absence of NiCl2 (10 mM).
Subsequently, peptides were analyzed by RP-HPLC with a linear
gradient of 0 ± 100% buffer B (300 mM NaCl, 100 mM NH4OAc, 50%
acetonitrile, pH 8.0). The specific interaction of imidazole with
RRYC(2-acetylamide)�STEL or RRYC(2-acetylamide)KSTEL was ana-
lyzed by using a gradient from buffer Aim to buffer Bim (as buffers A
and B but each containing 100 mM imidazole).


Fluorescence spectroscopy : Fluorescence emission spectra (�ex�
470 nm) of fluorescein-labeled peptides (50 nM) were recorded in the
absence and presence of NiCl2, CaCl2 , or MgCl2 in HEPES buffer (1M


NaCl, 40 mM HEPES, pH 7.4) at 25 �C. Details of the fluorescence
spectroscopy technique are described elsewhere.[36] For titration
experiments, RRYC(fluorescein)�STEL was incubated with increasing
concentrations of NiCl2 in HEPES buffer. Fluorescence signals were
background-corrected. Data were normalized to the maximal
fluorescence F0 in the absence of NiCl2 and fitted to Equation (1):


F


F0


� 1��E0 � L� Kd� �
�������������������������������������������
�E0 � L� Kd�2 � 4E0L


�


2E0��Fmax


(1)


E0 represents the concentration of IDA-peptide (50 nM), while L is the
ligand (Ni2�) concentration. �Fmax represents the maximal change in
fluorescence emission and Kd is the dissociation constant.
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Antibiotic and Hemolytic Activity of a
�2/�3 Peptide Capable of Folding into
a 12/10-Helical Secondary Structure


Per I. Arvidsson,[a] Neil S. Ryder,[b] H. Markus Weiss,[c]


Gerhard Gross,[c] Olivier Kretz,[c] Ralph Woessner,[c]


and Dieter Seebach*[d]


Non-natural peptides capable of evoking a specific biological
response are currently receiving immense interest. They most
commonly act by mimicking the structure of a naturally
occurring biologically active peptide. Several such peptidomi-
metic oligomers have been described, and their pharmacological
properties, for example, protease resistance, lack of immunoge-
nicity, and bioavailability, are usually superior to those of the
parent peptide.[1] Oligomers of �-amino acids, that is, �-peptides,
are probably the most thoroughly investigated peptidomimetic
oligomer.[2] Even short �-peptides, with as few as six residues,
have a high propensity to fold into defined secondary structures,
similar to those found in Nature. Furthermore, �-peptides with
interesting biological properties, for example, antibacterial,[3]


antiproliferative,[4] and somatostatin-mimicking,[5] have been
described and proven to be stable towards proteolytic[6] and
metabolic[7] degradation.


�-Peptides have been especially efficient at mimicking
cationic antibacterial peptides.[3, 8] Many organisms, ranging
from bacteria to mammals, produce such peptides as part of
their innate immunity. Most of these peptides are short, cationic
molecules, capable of forming amphiphilic structures (usually �-
helices), in which hydrophobic residues are concentrated on one
face of the structure while cationic groups are located on the
opposite side. Although the precise mode of action of these
peptides remains ambiguous, it is generally accepted that the
cationic charges direct the peptide to the negatively charged
bacterial membrane, and that the hydrophobic residues then
interact with the lipid bilayer in a way that causes disruption of
membrane integrity, and ultimately cell death. Therapeutic
application of cationic peptides, or their biomimetic analogues,
as antibacterial agents are promising, as their direct action on


the bacterial cell membrane is likely to prevent a rapid develop-
ment of bacterial resistance.[9]


�-Peptides composed of acyclic �3-amino acids,[3a,c,d] cyclic
trans-2-aminocyclohexane- or cyclopentane carboxylic acids,[3b,e]


and combinations of cyclic and acyclic residues[3f] have been
designed to fold into amphiphilic 2.512- and 314-helices and
reported to display antimicrobial activity equal to or better than
naturally occurring substances. Although promising, the 2.512-
and 314-helices formed by these molecules are limited in respect
to synthetic accessibility and/or in the number of positions
available for introduction of functional side-chains. The most
studied helical conformation of �-peptides, that is, the 314-helix,
is characterized by 14-membered i�i�3 N-H ¥¥¥ O�C hydrogen-
bonded rings and has (M)-chirality when prepared from L-amino
acids.[10] Upon inspection of an idealized helical-wheel represen-
tation of the 314-helix, Figure 1, one observes that this helix
carries side-chains only along three streaks on its surface. The
simplicity of this structure restricts the placement of functional
groups around the helix; however, it is not anticipated that this is
critical for biological activity.


Figure 1. Schematic helical-wheel-type representation of the �-peptidic 314-helix
and a 12/10-helix. The 12/10-helix offers more possibilities for functionalization,
and allows for a more even distribution of the side-chains over the helix surface.
��positively charged side chain, R� side chain of the �-amino acid.


�-Peptides with alternating �2- and �3-amino acid residues, on
the other hand, are known to fold into an alternative 12/10-
helical conformation of (P)-helicity, with alternating 12- and 10-
membered hydrogen-bonded rings.[11] The hydrogen bonds in
this conformation go from i�i� 3 (12-membered ring) and
i�i�1 (10-membered ring), and the amide C�O group orienta-
tion is alternately pointing up and down along the helical axis,
thus resulting in a smaller macrodipole of the 12/10-helix or
none at all. The �-peptidic 3.613-helix and the �-peptidic 314-helix
have resulting macrodipoles pointing from the N to the C
terminus (minus end) and from the C to the N terminus,
respectively. As seen in Figure 1, the 12/10 helix offers more
possibilities for placement of functionalized side chains than the
314-helix ; thus, this scaffold might offer advantages for biomed-
ical and other applications. The lack of a net dipole moment is
also expected to enhance bioavailability of these peptides. In
this report we present the first observation of this scaffold as a
biomimetic antibacterial oligomer.


The ™mixed∫ �3/�2-nonapeptide 1 (Figure 2) was designed to
fold into a 12/10-helix with 10/12/10-hydrogen bonded rings, as
previous NMR-spectroscopic studies have established for an
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analogous peptide carrying purely aliphatic side-chains.[11c] Two
lysine side-chains were positioned on one face of the helix, thus
rendering the 12/10-helical conformation of 1 amphiphilic.


�-Peptide 1 was prepared by solid-phase synthesis on Wang
resin as previously described.[12] Preformed Fmoc-protected �2/
�3-dipeptide fragments were utilized for the first four couplings
in order to avoid epimerization of the �2-amino acid moieties


during activation and coupling; the N-terminal �3HPhe
was introduced as a single amino acid. The peptide was
purified by reversed-phase HPLC to a purity of �98%
before characterization and biological testing.


The CD-spectra of 1 are shown in Figure 3. The
spectrum in methanol is characterized by a very intense
absorption around 205 nm, as expected for a ™mixed∫ �-
peptide in the 12/10-helical conformation.[11c,d] The
intensity of this absorption is drastically reduced in
aqueous buffer solution; this suggests that the 12/10-
helical conformation of this peptide is far less stable in
water than in methanol. Destabilization of �-peptide
helices in water has also been noted for the 314-helical
conformation, and several strategies for stabilization
have been adopted.[13] It should be kept in mind that the
folding may occur upon binding of a peptide to its
receptor; this was demonstrated for a �3-peptide that
appeared to fold to an amphiphilic 314-helix only upon
docking to a membrane-bound protein.[14]


Although the CD-spectroscopic analysis shows that 1
is only partially folded in aqueous media, it may still
display biomimetic function. Studies on both �- and �-
peptides have established that a preorganized amphi-
philic structure is not a prerequisite for antimicrobial (or
other) activity, as no straightforward relationship be-
tween helical stability and antimicrobial activity exists.[3f]


Thus, the ™mixed∫ �3/�2-peptide 1 was subjected to
biological testing to establish whether it could be used
to mimic the amphiphilic �-helix of naturally occurring
cationic antibiotic peptides.


As seen in Table 1, mixed �-peptide 1 does indeed show good
antibacterial activity against a variety of bacterial strains, as
determined by the minimum inhibitory concentration (MIC). The
effect is highest against the Staphylococcus and Streptococcus
(both Gram positive) strains investigated. Other �-peptides,
designed to form 2.512- and 314-helices, have proven more active
against Escherichia (Gram negative) and Bacillus (Gram positive)
species.[3] Although the currently available data do not allow any
conclusions to be drawn, it is interesting to note that the
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Figure 2. Molecular formula of the ™mixed∫ �3/�2-nonapeptide 1 and a helical-wheel
representation of the 10/12/10-helical conformation this molecule is expected to adopt. The
12/10-helix is characterized by alternating twelve-membered H-bonded rings (from NH(i) of a
�3-amino acid residue to the C�O(i�3) of a �2-amino acid residue, ™rectangular∫ route) and
ten-membered H-bonded rings (from NH(i) of a �2-amino acid residue to C�O(i�1) of a �3-
amino acid residue, ™squaric∫ route). The amide C�O groups point alternately up and down
the helix axis, conferring either a small or no net dipole moment to the helix.


Figure 3. CD spectra of the mixed �-peptide 1 (� in degcm2dmol�1). The strong
absorbance at 205 nm is characteristic of a �-peptidic 12/10-helix. All spectra
were recorded at 20.0� with a concentration of 0.2 mM. The peptide was measured
as its tris-TFA salt, as obtained after lyophilization, in methanol and in aqueous
media (pH 3.5, 0.1M KOAc buffer ; pH 7.0, 0.1M phosphate buffer ; and pH 11.0, 0.1M


NaOH).


Table 1. Antibacterial tests on 1 in vitro.


Bacterial test strains IC50
[a] MIC[b] Selectivity[c]


[�M] [�gmL�1]


Enterococcus faecalis 20 32 9
Staphylococcus aureus 5 8 35
Streptococcus pneumoniae 10 16 18
Escherichia coli 20 64 9
Klebsiella pneumoniae 80 � 128 2
Pseudomonas aeruginosa � 80 � 128 � 2


[a] Defined as the lowest �-peptide concentration causing at least 50%
reduction of bacterial growth. [b] Defined as the lowest peptide concen-
tration causing complete suppression of bacterial growth. The standard
drug tetracycline was run in parallel as a positive control. Its MIC values were
in the range 0.3 ± 18 �gmL�1, depending on the bacterial strain exposed.
[c] Selectivity between bacterial cells and human erythrocytes defined by
HC50/IC50 . The HC50 value (175 �M) for human red blood cells is derived from
the fitted curve shown in Figure 4.
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physicochemical properties of the different helices might give
selectivity between bacterial strains.


Selectivity of lytic activity for bacterial over mammalian cells
was established by measuring the hemolytic activity of 1 with
human red blood cells. As seen in Figure 4, significant lyses of
both human and rat red blood cells occurs only at concen-
trations much higher than the antibacterial MIC values. For


Figure 4. Activity of �-peptide 1 towards human (L) and rat (s) erythrocytes (H�
Hemolysis). Washed blood cells (1%, v/v) were incubated in phosphate-buffered
saline (pH 7.4) with different concentrations of the peptide for 1 h at 37 �C. The
degree of blood-cell lyses was estimated from the absorption at 405 nm after
sedimentation of the intact cells by centrifugation. For calibration, lyses in 1%
(w/v) sodium dodecyl sulfate was assumed to correspond to 100% lyses. Data
were analyzed by nonlinear least-squares fitting to a four-parameter logistic
function by using the program SigmaPlot 8.0, the maximum value was set to
100%. Resulting HC50 values were 175 and 110 �M for human and rat, respectively,
the corresponding standard errors were 330 and 160 �M.


comparison, the selectivity as defined by HC50/IC50 , is shown in
Table 1. It would be interesting and important to establish in
future studies how modulation of physicochemical properties of
the helices can increase this selectivity in order to provide an
acceptable ™window∫.


To summarize, we have designed a ™mixed∫ �-peptide with
alternating �3- and �2-amino acid residues that can fold into an
amphiphilic right-handed 10/12/10-helix. This peptide showed
good antibacterial activity against some of the investigated
organisms. The antibacterial activity could most likely be
increased by replacing the free carboxylic acid group at the C
terminus with a carboxamide.[3f, 15] Incorporation of more
positively charged side chains at positions 2 and 4 is also
expected to yield a more potent peptide. The increased
modularity of the 12/10-helical surface, as compared to the
314-helix, is a valuable addition to the collection of non-natural
peptidomimetic oligomers.
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Icosahedral Virus Particles as
Polyvalent Carbohydrate Display
Platforms


Krishnaswami S. Raja, Qian Wang, and M. G. Finn*[a]


Icosahedral viruses can serve as robust and programmable
scaffolds to which a wide variety of chemical and biological
structures may be attached.[1] Their advantages include bio-
compatibility, the display of functional groups on both the inside
and outside surfaces of the viral coat protein;
very large size (on the chemical scale)
allowing for the independent attachment
of different units to noninteracting positions
and their presentation to the environment
on dimensions relevant to those of biological
cells ; and the ability to introduce amino acid
residues with unique reactivity in designed
locations of the capsid structure. No other
type of scaffold of comparable size is avail-
able for which the structure is known to near
atomic resolution. Among other applica-
tions, we seek to employ virus particles to
display biochemical units of importance to
cellular recognition and signaling events.[2]


Carbohydrates are an obvious choice in this
regard, as their interactions with receptors
mediate a variety of important processes.[3]


A central theme in this area is polyvalen-
cy.[4] The display of multiple copies of
carbohydrates on polymeric,[5] dendritic,[6]


small-molecule,[7] and other[8] supports has
been shown to provide tighter binding to
cell-surface receptors and/or more effective
biochemical response than is observed with
monomeric carbohydrate derivatives in sol-
ution.[4] We describe here the covalent
decoration of cowpea mosaic virus (CPMV)
with sugar molecules, and studies of the binding behavior of the
resulting multivalent particles with both carbohydrate-binding
protein and cells.


We have previously established that each asymmetric unit of
wild-type CPMV contains one lysine residue that exhibits
diminished conjugate acid pKa , identified as K38 of the small
subunit. This residue is found on the exterior surface of the
capsid and can be selectively targeted by isothiocyanate
reagents,[11] such that 90 % or more of isothiocyanate attach-
ments are made at this position, up to a value of 60 per virion


(the total number of K38 residues). Thus, �-D-mannopyranosyl-
phenyl-isothiocyanate (1) was reacted with wild-type CPMV at a
molar ratio 500:1 (1 with respect to the concentration of viral
protein) in 0.1 M potassium phosphate buffer (pH 7.0) containing
20 % DMSO (Scheme 1). Previous experiments with fluorescein
isothiocyanate (FITC) established an average covalent loading
under these conditions of 50� 5 dye molecules per virus
particle. The level of mannose loading on the product (2b)
was measured with a modified fluorescamine assay[12] as 42�5
per virion, comparable to the result with the dye reagent. In all
cases, derivatized CPMV samples were purified by dialysis and
size-exclusion chromatography, and isolated in �60 % yield.


In order to obtain a more heavily mannose-labeled particle,
the above reaction was performed in sodium bicarbonate buffer
(pH 9.0) containing 20 % DMSO (Scheme 1). Product 2a was
found by fluorescamine assay to bear 120� 12 mannose units
per virion; again this is consistent with previous FITC observa-
tions. CPMV derivatives 3a ± c, bearing both carbohydrate and
dye molecules, were similarly constructed by using a virus
mutant with one cysteine residue per asymmetric unit on the
exterior surface, in addition to the normal reactive lysines
(Scheme 1).[9e, 11b] Fluorescein bromoacetamide was first used to
address the highly accessible cysteine side chains, and the
purified intermediate particles were then decorated with
mannose as above. Virions bearing fewer than 60 mannose
units (2b, 2c, 3b, 3c) therefore have those carbohydrates
displayed at the K38 positions. Since there are 60 component
proteins per particle, samples 2a and 3a have approximately
half of their 120 carbohydrates attached to lysine side chains
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Scheme 1. 1) 20% DMSO in buffer, 4 �C, 48 h; 2) dialysis ; 3) size-exclusion chromatography. Reaction a,
yielding product 2a : pH 9.0, 500 equiv. 1; reaction b, yielding product 2b : pH 7.0, 500 equiv. 1; reaction c,
yielding product 2c : pH 7.0, 100 equiv. 1. 4) 20% DMSO in buffer, pH 7.0, 4 �C, 48 h; 5) Size-exclusion
chromatography; 6) 20% DMSO, pH 9.0, 4 �C, 48 h; product a: 500 equiv. 1; product b: 200 equiv. 1;
product c: 100 equiv. 1.
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other than K38. This is demonstrated by SDS-PAGE analysis
(Figure 1), which shows covalent modification of both protein
subunits. The intact nature of all mannosylated virions was
verified by fast protein liquid chromatography (FPLC) and
transmission electron microscopy (TEM).[13]


Figure 1. SDS-PAGE analysis of mannosylated virus 2a. Lanes: A) wild-type
CPMV. B) 2a. On the left, the gel is visualized with Pro-Q Emerald-488 stain,
specific for carbohydrates; on the right, the gel is visualized with SYPRO Ruby
stain showing protein-containing bands (both stains obtained from Molecular
Probes, Inc.). These results reveal mannose attachment to both small and large
CPMV subunits.


The plant lectin concanavalin-A (con-A), exists as a tetramer in
PBS buffer and binds up to four �-D-mannopyranoside or �-D-
glucopyranoside units in the presence of Ca2� and Mn2� ions.[14]


In analogy to the formation of aggregates between con-A and
dendritic glycosides,[6b±d] the addition of a con-A solution to 2a
in the presence of 0.1 M Ca2� and Mn2� caused the rapid
formation of a gel. This agglutination behavior was marked by
increased absorbance intensity throughout the UV-visible spec-
trum, due to light scattering from the aggregated particles, as
shown in Figure 2. The addition of a large excess of galactose,


Figure 2. UV/vis absorbance spectra. a) Mixture of 2a (0.42 mgmL�1) and con-A
(0.77 mgmL�1; approximately 100:1 molar ratio of con-A tetramer to virus
particles) in PBS buffer with 0.1 mM of Ca2� and Mn2�. b) Addition of galactose
(final concentration 33 mgmL�1) to a. c) Addition of mannose (final concen-
tration 33 mgmL�1) to a. Inset : time course of agglutination for a mixture of 2a
(0.67 mgmL�1) and con-A (0.32 mgmL�1; approximately 26:1 molar ratio of con-
A tetramer to virus particles) in PBS buffer with 0.1 mM Ca2� and Mn2�.


which is not bound by the lectin, had no effect on the mixture,
whereas excess �-D-mannopyranoside restored the original
spectrum, presumably by competing for the virus-displayed
mannose units and thereby breaking up the gel (Figure 2). The
rate of the aggregation phenomenon was conveniently moni-
tored at 490 nm, at which point no absorbance of either 2 or
con-A is observed (Figure 2, inset). Gel formation occurs in
minutes at a virus concentration of 0.7 mg mL�1, and consid-
erably faster (to within a few seconds) at higher concentrations.


Aggregation of labeled virus 2a with con-A was also examined
by TEM as shown in Figure 3. Mannose-decorated particles
(Figure 3 a) assembled into small aggregates within 30 minutes
after the addition of con-A (Figure 3 b), and then into a
networked gel after 12 h (Figure 3 c). The gel was broken up
into discrete particles upon the addition of a large excess of
glucose (Figure 3 d).


Figure 3. Negative-stained TEM images (scale bars� 200 nm). a) Virus 2a at a
concentration of 0.2 mgmL�1. b) Agglutination between 2a (0.2 mgmL�1) and
con-A (93 �gmL�1; approximately 116:1 molar ratio of con-A tetramer to virus
particles) in PBS buffer (0.1 mM Ca2� and Mn2�) after 30 min at room temperature ;
c) Solution b after incubation at 4 �C overnight; d) Addition of glucose
(70 mgmL�1) to sample c.


The sequence of aggregation and dissociation steps was also
detected with fluorescence resonance energy transfer (FRET), by
employing commercially available tetramethylrhodmaine-la-
beled con-A (4, with an average of 2.5 rhodamine units per
con-A monomer).[13] In mixtures of 3a and 4, the emission
intensity of fluorescence was quenched in proportion to the
amount of 4 employed (Figure 4). No quenching was observed
when con-A in the absence of rhodamine or CPMV-fluorescein
without mannose was employed. Addition of soluble glucose or
mannose (but not galactose) restored the fluorescence intensity
to its former value. These observations suggest that the binding
of con-A to mannosylated virus units brings some of the
fluorescein and rhodamine molecules into sufficiently close
proximity (55 ä being the Fˆrster radius for this pair) to engage
in FRET. The use of FRET to detect the formation of clusters of
receptors for a polymer-displayed carbohydrate has been
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Figure 4. A) Quenching of emission at 518 nm (excitation 495 nm) in mixtures of
3a (0.27 mgmL�1) and 4 adjusted to give the indicated ratios of dye units.
B) Variation in emission intensity upon addition of glucose to the indicated
mixtures of 3 (0.27 mgmL�1) and 4 (0.16 mgmL�1). [3] in plot A is the
concentration of protein asymmetric unit, which is 60 times the concentration of
virus particles.


described.[15] A sensor for soluble glucose[16] of tunable sensitivity
can thereby be constructed (Figure 4). Thus, while high concen-
trations (10 ± 50 mg mL�1) of glucose are required to break up
the gel formed by 3a and 4, a more sensitive aggregate
(responding to 1 ± 4 mg mL�1 glucose) is produced with 3b. The
latter particle displays fewer mannose units and therefore forms
a less robust network with con-A. Virus 3c, containing fewer
mannose groups still, does not form a gel with con-A at similar
concentrations to the other particles.


The relative strength of con-A networks that use virions
decorated with different numbers of mannose units was further
illustrated in two ways. First, retention times on a con-A ±
Sepharose column, eluted with increasing concentrations of
mannose, were distinctly different (Figure 5): wild-type eluted in
the void volume with no mannose (20 min); virus 2c at 43 min
(ca. 0.4M mannose) ; and 2a at 55 min (ca. 0.7M mannose).[13]


Second, a quantitative estimate of the polyvalency exhibited by
the virus particle was obtained with a standard hemagglutina-
tion assay by using rabbit erythrocytes.[13] Mannose units
presented on virus scaffolds 2a and 2c were 690 and 890 times
more efficient, respectively, than monomeric mannose at
inhibiting erythrocyte agglutination with con-A.[13] Comparable
values have been reported for mannosylated 5th- and 6th-
generation PAMAM dendrimers (values of ca. 500 and 700 for
structures bearing 95 and 172 sugars, respectively)[6a] and high-
molecular-weight side-chain glycopolymers (values of ca.
2000).[5d]


These trends can be rationalized by considering the size of
con-A tetramers, which have saccharide binding sites spaced
approximately 65 ä apart.[17] Steric crowding prevents the
binding of more than a few con-A units to mannose on small


Figure 5. Chromatographic analysis of underivatized wild-type (WT) and
mannosylated (2a and 2c) CPMV by using a con-A-Sepharose column. An overlay
of the major peaks (comprising�80% of the integrated area) from three samples
is shown; the remainder of the chromatograms are omitted for clarity.


dendrimers,[6a,d] whereas the virus scaffold is large enough to
allow for efficient binding. The side-chain glycopolymers are
highly flexible; this is thought to alleviate steric crowding and
allow for high effective polyvalencies. Wild-type CPMV provides
mannose spacings well matched to the con-A dimension: K38
sites are 42 ä apart within each pentamer unit and 86 ä apart
between pentamers. The aryl spacer used to connect each
mannose to the lysine side chain may allow the con-A tetramer
to bind tightly to two adjacent mannose fragments within
pentamers and certainly between pentamers. Of course, the
distances between carbohydrates on 2a and 3a are not certain,
since lysines other than K38 are derivatized.


The larger polyvalent effect in the case of the virion with a
lower density of mannose units on the surface (2c vs. 2a),
presumably reflects a case of diminishing returns–not all of the
additional mannose units on 2a can be bound, and so the
affinity per mannose unit is not as high: on a per-virion basis, 2a
outperforms 2c (83 000 vs. 10 700 per mole of virus vs. mole of
free mannose). Virus 2a interacts more strongly with con-A units
in the chromatography discussed above, because it presents
more opportunities for contact with the surface-bound lectin,
and a networked structure is not involved. Further investigations
of the effect of tether length, flexibility, position, and overall
loading on the polyvalency of carbohydrate-decorated virus
particles are underway.


We have shown here for the first time that a virus can be
artificially patterned with carbohydrate units in a well-defined
fashion and that the products function as polyvalent particles in
interactions with a complementary lectin. Furthermore, the
nature of the polyvalent interaction was shown to depend upon
the density and position of functionalization. The use of a
scaffold such as CPMV, with a known and relatively rigid protein
structure, provides the opportunity to place such functional
groups as sugar molecules at precise distances from each other
and in a variety of steric environments. We anticipate that many
applications of such polyvalent structures to biological and
materials science targets, will benefit from these attributes.


Experimental Section


General Procedure for Modification of CPMV with Chemical
Reagents : Organic reagents were introduced into a solution of
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virus, such that the final solvent mixture was composed of 80 %
buffer and 20 % DMSO. Following incubation at 4 �C for 24 ± 48 h, the
mixture was purified by passage through a P-100 size-exclusion
column (centrifugation at 800 g for 3 ± 5 min). This filtration was
repeated with fresh columns until all the excess reagents were
removed (typically 2 ± 3 times). Purification of larger quantities of
derivatized virus (�1 mg) was performed by ultracentrifugation at
42 000 rpm (Beckman 50.2 Ti rotor) over a 2 cm-high sucrose cushion,
followed by solvation of the resulting material in buffer. Mass
recoveries of derivatized viruses were typically 60 ± 80 %; all such
samples were composed of �95 % intact particles as determined by
analytical size-exclusion FPLC. Virus concentrations were measured
by absorbance at 260 nm; virus at 0.1 mg mL�1 gives a standard
absorbance of 0.8. Fluorescein concentrations were obtained by
measurement of absorbance at 495 nm, and applying an extinction
coefficient of 77 000 M�1 cm�1, determined experimentally by mixing
measured quantities of dye with CPMV (1 mg mL�1). Each data point
is the average of values obtained from three independent parallel
reactions. The average molecular weight of the CPMV virion is 5.6�
106.


CPMV±Mannose Conjugate 2b : Wild-type CPMV (10 mg) and �-D-
mannopyranosyl phenylisothiocyanate (50 �mol, approx. 500-fold
molar excess per viral subunit) were gently agitated in a mixed
solvent of DMSO (0.25 mL) and NaHCO3 buffer (pH 9, 0.1 M, 1 mL) at
4 �C for 48 h. The reaction mixture was purified by one passage
through a P-100 size-exclusion column and then by dialysis (MW


cutoff of membrane�12 000) into potassium phosphate (0.1 M) at
pH 7. This was followed by two passages through P-100 size-
exclusion columns to give 2b (6.1 mg, 61 % yield).
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Cyclopropane fatty acids (CFAs) found in the lipids of many
eubacteria are known to play diverse roles in a variety of cellular
events. A precursor of CFAs is a phos-
pholipid, such as 3-palmitoyl-2-oleoyl-
phosphatidylethanolamine (POPE), which
contains an unsaturated fatty acyl chain.
Cyclopropanation at the �9,10-oleoyl acyl
chain is catalyzed by CFA synthase by
using S-adenosyl-L-methionine as the
methylene donor. Several mechanisms
for the ring-formation step have been
postulated, but there is little experimen-
tal evidence to distinguish among these
proposals. To study this intriguing reac-
tion, we have developed a convenient
purification method that allows the iso-
lation of significant quantities of CFA
synthase of high purity and good activity. Two phospholipid
derivatives, PFOPE, which contains a 9-/10-vinylfluorooleoyl
chain, and PEOPE, a 9,10-epoxyoleoyl-containing compound,
were designed to probe for contending carbocationic or enzyme
nucleophile/anionic mechanisms. It was found that PFOPE is not
a substrate but an inhibitor for CFA synthase. This observation is
consistent with a carbocation mechanism in which the fluorine
substitution at the vinyl position deactivates the olefin and also
renders a carbocation intermediate/transition state unstable.
The fact that PEOPE functions solely as a reversible inhibitor
argues against the direct involvement of a nucleophile in CFA
formation and lends credence to a carbocation mechanism. The
convenient enzyme preparation and the inhibition studies


described herein will certainly aid in further elucidation of the
reaction catalyzed by CFA synthase.


Cyclopropane fatty acids (CFAs, 1) are known to occur in the
lipids of many eubacteria,[1] including Mycobacterium tuber-
culosis, which is the causative agent of tuberculosis.[2] These
unusual fatty acids have been postulated to play diverse roles in
a variety of cellular events including protection of bacteria from
environmental stress, alteration of membrane structural integ-
rity, resistance to macrophage-mediated oxidative damage, and
overall virulence.[3] The biosyntheses of CFAs are catalyzed by
CFA synthase with S-adenosyl-L-methionine (AdoMet, 2) as the
methylene donor.[3a, 4] The substrate is a phospholipid containing
an unsaturated fatty acyl (UFA) chain (3) whose double bond is
positioned 9 ±11 carbon units from the ester linkage of the
phospholipid backbone (Scheme 1).[4] Hence the catalysis must
occur at the interface of the membrane and the surrounding


aqueous environment. Our interest in this enzyme is motivated
not only by the intriguing chemistry and enzymology involved,
but also by the enzyme's potential as a target for antibacterial
strategies as there is no apparent human homologue.


The gene (cfa) encoding E. coli CFA synthase has been
cloned,[3a] heterologously expressed,[4d] and the corresponding
protein has been purified by using a phospholipid-floatation
method.[4d] Poor yields resulting from the purification process,
low purity caused by phospholipid contamination, and weak
activity after removal of the phospholipids,[5] pressed us to
develop an improved methodology to obtain CFA synthase for
our in vitro studies. Accordingly, the cfa gene was PCR amplified
from E. coli genomic DNA, cloned into a pET28b(�) vector, and
expressed in E. coli BL21(DE3) cells. The N-His6-tagged CFA
synthase was purified by Ni-NTA chromatography in the
presence of sorbitan monolaurate to yield 97 mg protein per
liter of culture with an activity of 188 U per mg of protein (1 U�
1 pmol of product per min at 37 �C).[6] The formation of enzyme
aggregates partially accounts for poor activity. After numerous
futile attempts to optimize a combination of detergents, buffers,
and phospholipids to boost enzyme activity, it was discovered
that protein aggregation could be minimized by the addition of
80 �M bovine serum albumin (BSA) in the purification buffer.[7]


The CFA synthase purified under these conditions exhibits an
activity of 19800 Umg�1, which corresponds to nearly two
orders of magnitude improvement over previous results. Thus,
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for the first time, significant quantities of phospholipid-free CFA
synthase of high purity and good activity are readily accessible.


At this point, the stage was set for exploring the mechanism of
CFA synthase. Several mechanisms had been proposed. Most
often cited is one that involves the formation of a corner-
centered or a nonclassical delocalized carbocation intermediate
(4) in a direct nucleophilic attack of AdoMet by the olefinic
moiety of the substrate (Scheme 2a).[8] However, how this
intermediate is formed and subsequently processed is not
obvious because neither the olefin nor the proton being
removed in the ring-closure step is chemically activated. Two
alternatives have also been proposed. As shown in Scheme 2b,
the reaction could be initiated by the attack of an active site
nucleophile, which would subsequently be expelled in the ring-
closure step.[9] A route involving transfer of the methylene group
from a sulfur ylide (5), or its equivalent, to 3 has also been
postulated (Scheme 2c).[10] In these two cases, the transition
state has a more carbanionic character (such as in 6).[11] To obtain
evidence for ring formation involving either a carbocation or a
carbanion intermediate/transition state, two derivatives of the
natural substrate, 3-palmitoyl-2-oleoyl-phosphatidyl ethanol-
amine (POPE, 3), were synthesized as mechanistic probes.


Compound 7, 3-palmitoyl-2-(9-/10-fluorooleoyl)phosphatidyl
ethanolamine (PFOPE), containing a vinylfluorinated olefin, is
expected to markedly decrease the stability of an electron-
deficient transition state (4/8) ;[12] this would result in either a
reduced rate or a complete lack of turnover of the fluorinated
species (Scheme 3, mechanism a).[13] If mechanism b is operative,
incubation with 7 may lead to enzyme inactivation by either a �-
elimination of the fluoride ion to give 10 or an �-elimination of
the fluoride ion followed by a 1,2-H shift to give 13,[14] depending
on the regiospecificity of the initial nucleophilic attack. Similar
outcome can also be envisioned for mechanism c. In contrast,
epoxide-containing compound 14 (3-palmitoyl-2-(9,10-epoxyo-
leoyl)phosphatidylethanolamine–PEOPE), which was prepared
by oxidation of the double bond of POPE (3) with m-
chloroperbenzoic acid (Scheme 4), is designed to probe a
mechanism with significant carbanion character. The electro-
philic nature of an epoxide makes it a suitable reagent to trap an
enzyme-active-site nucleophile. Compound 7 was prepared as a
mixture of 9- and 10-fluorooleoyl derivatives as depicted in
Scheme 5.


Upon incubation of 7 (a mixture of 7a/7b) and 14 with CFA
synthase, it was found that neither compound is a substrate for


Scheme 2.
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the enzyme. Instead, both are reversible inhibitors against the
natural substrate (3).[15] Coincubation with 7 led to a modest
(30 ± 70%) reduction of the enzyme activity, while greater than
97% reduction was observed with 14 under the same con-
ditions. It should be noted that oleic acids fluorinated at C-7 and
C-12 are both substrates for the synthase, albeit with reduced
turnover efficiency (32% and 5%, respectively) when incubated


with cell-free extracts of Lactobacillus plantarum.[16] The obser-
vation that compound 7 cannot be processed by CFA synthase
clearly indicates that the fluorine substitution at the vinyl
position can more effectively deactivate the olefin and destabi-
lize the carbocation intermediate/transition state. This finding is
consistent with a carbocation mechanism. The failure of both 7
and 14 to form a covalent adduct with the enzyme argues


Scheme 3.
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against the direct involvement of an enzyme nucleophile or a
sulfur ylide in CFA formation,[17] and lends further credence to a
carbocation mechanism.[18] The fact that compound 14 is an
excellent inhibitor suggests that the epoxy oxygen in 14 may
interact favorably with one or more active-site residues allowing
14 to compete more efficiently than the substrate for the
enzyme active site.


In summary, our study has led to an efficient enzyme-
purification protocol, identified the first phospholipid inhibitor
for CFA synthase, and provided further insight into the
mechanism of this intriguing cyclopropanation reaction. The
convenient enzyme preparation and the inhibition studies
described here will, no doubt, aid in further elucidation of the
catalysis by CFA synthase.
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